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Meta-analytical methods face particular challenges in research fields such as
social and political research, where studies often rest primarily on qualitative
and case study research. In such contexts, where research findings are less
standardized and amenable to structured synthesis, the case survey method
has been proposed as a means of data generation and analysis. The method
offers a meta-analytical tool to synthesize larger numbers of qualitative case
studies, yielding data amenable to large-N analysis. However, resulting data is
prone to specific threats to validity, including biases due to publication type,
rater behaviour, and variable characteristics, which researchers need to be
aware of. While these biases are well known in theory, and typically explored
for primary research, their prevalence in case survey meta-analyses remains
relatively unexplored. We draw on a case survey of 305 published qualitative
case studies of public environmental decision-making, and systematically ana-
lyze these biases in the resultant data. Our findings indicate that case surveys
can deliver high-quality and reliable results. However, we also find that these
biases do indeed occur, albeit to a small degree or under specific conditions of
complexity. We identify a number of design choices to mitigate biases that
may threaten validity in case survey meta-analysis. Our findings are of impor-
tance to those using the case survey method - and to those who might apply
insights derived by this method to inform policy and practice.

KEYWORDS

case survey method, evidence-based governance, inter-rater reliability, meta-analysis,
publication bias

Highlights
What is already known

« The case survey method synthesizes published qualitative case studies into
quantitative data.
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characteristics.

What is new

authors' field

studies;

1 | INTRODUCTION
Meta-analytical and systematic review methods offer a
powerful means to cumulate and synthesize existing
knowledge. Such methods are increasingly called for in
fields that have traditionally relied primarily on qualita-
tive and case study research.'” However, meta-analytic
methods face particular challenges in research settings
where case studies and qualitative data predominate.*’
This applies, for example, to many fields of political and
organizational research, where empirical insights are
mainly derived from an ever-growing body of case stud-
ies®: or in certain areas of public health research, where
research focuses on the context and implementation of
public health interventions.”® Such research settings pose
particular challenges for the cumulation and subsequent
analysis of evidence, because while single or small-N com-
parative case studies provide rich insights,' transferability
and generalizability of findings are inherently limited."!
The case survey method has been designed to bridge
this gap between focused, qualitative case narratives on
the one hand, and more widely applicable meta-analytic
research on the other. Developed over the last four
decades,'*** the case survey method aims to produce sys-
tematic synthesis of existing case-based research, drawing
on published case studies. By means of a conceptually
grounded coding scheme, qualitative case narratives
are translated into quantitative data through coding -
typically by multiple raters —, allowing for statistical

Synthesis Methods— YW1 LEY_L =

« Potential biases: Publication bias; interpretations by raters; variable

« We did not detect significant publication bias in our analysis, but found that
it may be advisable to diversify data sources.

« Effects of raters’ coding behaviour were only detected to a minimal degree.

 Variables requiring relatively simple coding proved more reliable. Reliable
data could also be derived from more complex coding settings.

Potential impact for Research Synthesis Methods readers outside the

« Case survey meta-analysis holds considerable potential to generate wider
and more general conclusions from the large body of qualitative case studies
« Potential biases may be mitigated through design choices:
o How many cases to include;
o What are the minimum information requirements for primary case

o Which types of publications to include;
o How to design variables and measurement scales;
o How many raters to employ.

analysis. The method thus provides for much wider
generalization and extrapolation over diverse settings
and contexts.>"”

While in principle, the case survey method has consid-
erable advantages, its uptake has remained limited.'*'®
Hence, little insight into the potential and limitations
of this method is available, especially around methodo-
logical threats to data quality and validity. Indeed, given
that the method relies on reinterpretation of original
narrative case data, it may be prone to specific methodo-
logical risks regarding validity. In particular, publications
and sources included in analysis may be subject to
publication bias; during coding (i.e., transforming narra-
tives into numeric data), the coding behaviour of raters
and their experience may introduce bias; and different
types of variables may pose different challenges in the
coding process. While some of these potential sources of
bias, such as publication and rater bias, are known in
principle and have been explored in relation to primary
research,'®?° there is little experience with the methodo-
logical limits and biases specifically associated with case
survey methods, and the validity and quality of the
resulting data.

This article contributes new insights into the applica-
bility of the case survey method in particular, and meta
analyses more generally, by empirically investigating and
quantifying the potential sources of systematic error in
application of these methods. Data for this analysis come
from what is, to our knowledge, one of the largest and
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most comprehensive case surveys in the broader field of
political science." The project focuses on the question of
‘what works’ in participatory environmental gover-
nance.?*> We analyzed 305 published cases of more and
less participatory environmental decision-making pro-
cesses, using a coding scheme of 250 variables.”” Each
case was coded by three independent raters. While argu-
ably, the case survey we report on here is larger than
average in terms of sample size and resources needed, it
is precisely these qualities that allow us to draw a num-
ber of insights on data quality and reliability, which
should be of use for the wider application of the method.

The remainder of this article proceeds as follows. In
Section 2, we outline the case survey method in more
detail, and discuss the potential biases to which the
method is prone. Section 3 specifies our data sources and
the method by which we generated our dataset. Section 4
presents the results of our analyses of publication bias,
rater influence, and variable characteristics. The results
are discussed in Section 5, where we also draw some
wider conclusions for design-choices in case study meta-
analysis and make recommendations for the application
of the case survey method.

2 | CASE SURVEY META-
ANALYSIS: APPROACH AND
POTENTIAL SOURCES OF BIAS

In contrast to standard meta-analyses, which draw on
and aggregate quantitative datasets,>> % the case survey
method transforms qualitative case-based narratives into
quantitative data.'>"* Hence, the method is particularly
useful in fields where case studies dominate,'® where the
unit of analysis is at the meso- or macro-social level (i.e.,
not primarily studying individuals), where a wider range
of contextual conditions are of interest, and where experi-
mental research designs are difficult or impossible.*® For
example, as political analysis typically studies institu-
tions, processes, policies, countries and other administra-
tive units, the method is well suited to synthesizing
findings and contributing to the systematic cumulation of
knowledge in the field.

Conducting a case survey typically follows four main
steps’*2°:

1. Case study identification and selection: Starting from a
given research question, the ‘case’ unit, and the uni-
verse of possible cases, is defined. Cases are identified
via a thorough and structured literature search, ideally
triangulating multiple strategies. Here, systematic
review methods offer valuable guidance on how to
identify and select cases in order to arrive at a case set

representative of the wider phenomena under study.*’
Case studies are not excluded on the basis of type of
research design, publication status, or time period as
is often done in traditional meta-analyses.

2. Development of a coding scheme for the transformation
of qualitative into quantitative data: The core of the
case survey approach is a coding scheme that trans-
lates the research questions and phenomena of inter-
est into a set of precisely formulated variables and
decision rules.?® These rules, based on theoretical
and conceptual groundwork, instruct raters how to
transform the narrative information for each variable
into quantifiable data by allocating case information on
a numeric scale. When designing these coding rules,
researchers face a trade-off between resource-saving,
reliable simplicity and information-dense complexity.
While, for example, straightforward ‘yes-no’ questions,
variable scales with fewer options (e.g., a 3-point Likert
scale), or variables that ask only for easily available
information may allow for more reliable results, such
an approach may risk losing essential nuance and vari-
ety among cases. Hence, it is advisable to start with a
more comprehensive coding scheme to elicit maximum
information, and to simplify, if needed, until satisfac-
tory reliability is reached.'*%®

3. Coding of cases: Trained raters independently code each
of the sampled cases according to the coding scheme.
Given the interpretative nature of the method, at least
two raters should be assigned to each case in order to be
able to establish measurements for inter-rater reliability.

4. Analysis of coded data: Conventional procedures of
statistical or otherwise structured data analysis can
be used.

In light of these methodological steps, the validity and
reliability of data generated in case survey approaches may
be affected by at least three important, method-specific
sources of bias, which we discuss below in more detail.

2.1 | Publication biases

Publication bias occurs ‘whenever the research that
appears in the published literature is systematically unre-
presentative of the population of completed studies’.”
Commonly, representation may be distorted in that cases
with  specific significant or clear results are
overrepresented,®*! which would impact on the external
validity of the findings of subsequent analysis. Most work
on the publication bias, however, focuses on its effect in
quantitative studies, whereas the question of potential
biases in qualitative and small-N studies remains rela-
tively neglected.*
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Strategies to mitigate the effects of publication bias in
(quantitative) meta-analyses entail the identification and
inclusion of unpublished studies and results,** as well as
publications from less formal outlets, such as grey litera-
ture.>*>* Research may be omitted from academic pub-
lishing for various reasons: ‘File drawer’ research might
have been intended for academic publication, but for
some reason remained unpublished. In contrast, ‘practi-
tioner-generated’ studies, such as reports compiled by
government entities, consultants, or international organi-
zations or NGOs, may not have been intended for an aca-
demic audience.®® It is assumed that including such
publications contributes to a more complete and compre-
hensive picture of available evidence,”’* as they may
report on studies with less conclusive or less significant
results. As a working hypothesis, we assume that cases
reported in (peer reviewed) journal articles will be more
‘successful’ than those from other sources, i.e. will display
higher values for main dependent and independent vari-
ables and larger effect sizes between these.

Including cases published in grey literature may poten-
tially have a positive impact on the validity of case survey
data, but it also raises questions about the reliability and
density of information provided in different publication
types. The various types of sources through which a given
case is described may exhibit considerable differences in
information quality, challenging the overall integrity of
the results of a meta-analysis.>* Studies appearing in more
formal outlets, such as peer-reviewed journals, have been
through some quality control providing a degree of scien-
tific rigor and validity, but usually have only limited space
for detailed case descriptions, which may be found in less
formal publication sources such as grey literature or
books. We assume, therefore, that publication type has an
effect on a case’s density of relevant information and there-
fore the reliability of this information.

2.2 | Coding biases

The coding process is a second potential source of bias.
To arrive at reliable data coding processes should be rep-
licable, meaning that different raters should code the
underlying data in the same way.*® Yet, in reality raters,
who bring different personal backgrounds, knowledge
and research experience to the coding exercise, may
‘package’ coding tasks differently,””*® potentially leading
to systematic errors®® that distort the data, and under-
mine the integrity of research findings.”® Despite prior
training, raters may exhibit particular, individual pat-
terns of coding. For example, one rater may tend to inter-
pret coding thresholds rather conservatively resulting in
lower codes, while another may lean towards codes at

Synthesis Methods— YW1 LEY_L ®

the margins of measurement scales. We hypothesize,
therefore, that raters differ in their individual judgement
patterns, which in turn leads to biases in the case
survey data.

Stability, or the extent to which a coding process
remains consistent over time, is another essential aspect
of data reliability.>® However, stability may be threatened
as individual raters' coding patterns may change over
time as they assess more cases. This is sometimes also
called ‘coder drift’.** Such changes in coding behaviour
might occur if, for example, raters learn and change their
interpretation of specific concepts, or display ‘fatigue
effects’ as case coding becomes more of a routine.***’ We
therefore assume that raters’ experience (i.e. the number of
cases they have already coded) influences the judgement of
raters and in turn leads to biases in the case survey data.

2.3 | Variable types and inferential
judgement

Depending on the type of variable, raters may face differ-
ent requirements for inference during the coding process.
For some variables coding decisions are straight-forward,
as raters only have to locate the information in the study
at hand and record it; codes assigned for these variables
can be framed as low-inference codes.***' Such variables,
for instance, could describe basic information of a given
case, such as its location or the participation of specific
actors. However, often raters are required to make rela-
tively high-inference judgements - that is, make informed,
individual assessments under constraints of complexity or
uncertainty. This may occur where variables aim to mea-
sure complex social concepts, and when the information
required is not clearly or explicitly reported in the underly-
ing primary case material. An example could be assessing
trust and social capital among actors within a specific
group, or assessing actors' (hidden) intentions. Given that
this is rather common in case-survey meta-analyses, high-
inference codes may constitute a special source of bias
impacting on data reliability and quality. Hence, we
assume that different types of variables, characterized by dif-
ferent requirements for inferential judgement, can be associ-
ated with different degrees of data reliability.

3 | DATA:CASE STUDIES ON
PUBLIC ENVIRONMENTAL
DECISION-MAKING

The case survey data with which we test these assump-
tions were derived from a multi-year research project,
which investigated how, and under what conditions,
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different modes of public and stakeholder participation
(as opposed to hierarchical modes of governance) affect
environmental outcomes of public environmental deci-
sion-making processes.*>*> We conducted a case survey of
305 published cases of participatory environmental gover-
nance, drawing on a wide and diverse body of knowledge
in meta-analytical and case survey research from various
social science disciplines (e.g., political science and gover-
nance, [inter-lorganizational research),!*"1#16:17.24.26.44.45
Using a comprehensive coding scheme of variables captur-
ing the context, the process, and the outputs and outcomes
of decision—making,22 the study is, to our knowledge, one
of the most comprehensive case surveys in the broader
field of political science to date. As such, it provides a
unique setting within which to systematically and quanti-
tatively test and control for data quality and potential
biases and to learn about these for the benefit of other
researchers and future applications of the method.

We define a ‘case’ as a public environmental decision-
making process aiming for a collectively binding decision,
which is to a lesser or greater extent participatory — in the
sense of involving stakeholders, including citizens, not typ-
ically engaged in such decision-making.*® In our meta-
analysis, one case does not necessarily correspond to one
study, but may be described in multiple studies. Similarly,
one study may describe multiple cases of public environ-
mental decision-making see also Reference 47.

In the literature, it is widely assumed that different
forms of participation, in different contexts, help to
produce more environmentally sound decisions and
foster their implementation.****° However, these
claims are contested, and while there is a considerable
amount of empirical evidence, this is scattered across
many single or small-n comparative case studies,
which makes it difficult to generalize. In order to be
able to test such hypotheses, we measure in each case
(1) the degree of participation and (2) the environmen-
tal standard of the output/decision, in a variety of dif-
ferent dimensions, and thus through a multitude of
different variables.? In addition, we capture a range of
data on secondary social outcomes, implementation-
related aspects, and context factors.*

In conducting the case survey analysis, we followed
the process outlined above (Section 2):

1. Case study identification and selection: We conducted a
thorough search of several online scientific databases and
library catalogues to capture research from numerous dis-
ciplines. We limited our search to cases from Europe,
North America, and Australia and New Zealand, and
to texts written in English, German, French or Spanish.
We included a wide variety of publication types, such as
peer-reviewed journal articles, books, edited collections

and chapters therein, theses, working papers, conference
papers, reports and other forms of grey literature, so long
as these were publicly available. We thus identified
over 2000 cases, described in over 3300 individual
texts. We then screened these for suitability, assessing
whether studies conformed to our case definition
(public decision-making on an environmental issue)
and contained sufficient information on the actual
decision-making process, its outcomes and context.
Studies that did not meet these criteria were excluded.
From the resulting database of 639 ‘codeable’ cases,
described in around 1245 single texts, we randomly
sampled 305 cases for coding. These cases were docu-
mented in 431 individual publications, with a majority
of 198 cases being documented in a single text, and
the rest requiring collation of information from up to
6 different texts.

. Coding scheme development: The elaborated coding

scheme reflects our conceptualization of participatory
decision-making processes, and the hypothesized
links between process attributes, outputs and out-
comes, implementation, and environmental impacts,
as well as context — and breaks these components
down into multiple variables.>* Our coding scheme
went through several iterations of testing and
adjustment, until we arrived at a final version com-
prising 259 quantitative (and additional qualitative)
variables. Each variable definition specifies the
measurement scale and provides detailed instruc-
tions for coding. The vast majority of variables are
coded on a five-point quantitative scale (from 0 to
4). As suggested by Yin and Heald,'* each variable
is assigned an additional code capturing the reliabil-
ity of the information (from 0 to 3) upon which the
coding decision is based.® This gives an indication
of the quality of the underlying information, and
allows for ex-post information-guided selection of
cases and individual variables for analysis, similar
to critical appraisal procedures used in systematic
reviews.>’

. Case coding: Each case was independently read and

coded by varying teams of three trained raters, most
of whom were student assistants. Research suggests
that three raters are sufficient to realize the majority
of the improvement in data quality that could be
achieved by using a very large number of raters.*
Coding occurred via an online form and database.
Raters then met to discuss discrepancies and deviant
codes, aiming to address technical errors and explore
divergent interpretations, but not to reach consensus.
By averaging across the three individual codes, differ-
ent interpretations of the texts by individual raters
were accommodated.*
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The resulting dataset forms the basis for this analysis.
For the subsequent analyses, we use two different sets of
variables: The assessment of effects of publication types
and rater personalities relies on a set of 186 variables.
These are all measured on a [0, 4] or [—4, 4] scale. In
defining this sub-set, we aim to preserve comparability
between variables and to eliminate potential distortions
stemming from alternative measurement scales, such as
binary or count scales. For the analysis of variable char-
acteristics, we use a wider set comprising 231 variables.

4 | FINDINGS ON THE QUALITY
OF CASE SURVEY DATA:
PUBLICATION TYPES, RATERS AND
VARIABLES

4.1 | Publication bias: Potential
distortions due to publication type

Controlling for publication bias is difficult, as the unbi-
ased ‘true’ value of a given phenomenon cannot be
known. We follow previous studies® > and approach
this problem by comparing cases published in different
kinds of outlets (e.g., peer-reviewed to grey literature).
While this method cannot account for those results that
remain in researchers' file drawers without ever being
written up and published,’”>* two factors make this
approach the most promising at hand: First, in social sci-
ence, and in comparative governance research in particu-
lar, where a case study usually comprises a number of
alternative hypotheses or more exhaustive interpretations
of the case study material, a complete rejection of the
null hypotheses is highly unlikely. Hence, selective
reporting is actually more likely than a complete lack of
data,” mitigating the ‘file drawer’ problem. Second, mea-
sures suggested for the analysis of publication bias in
quantitative meta-analyses, such as funnel plots, trim
and fill techniques, and selection models,*~** are not
transferable as they require the quantitative estimation of
the relations of interest. Hence, a comparative analysis of
peer-reviewed publications, non-peer reviewed publica-
tions, and grey literature likely provides a robust estimate

TABLE 1

Pairwise comparisons Mean difference
Journal-book 0.05 0.14
Journal-grey —0.23 0.17

Grey-book 0.28 0.016

Standard error

Synthesis Methods— YW1 LEY_L v

of publication bias in this understudied area of the case
survey literature.

Our sample includes various types of information
sources. We distinguish between (peer-reviewed) journal
articles,* books and chapters therein, and grey literature,
with several cases comprising a combination of these
publication types. According to this classification, 24.6%
(n = 75) of cases are exclusively from peer-reviewed
journals, 34% (n = 104) are exclusively described in com-
mercially published outlets like books and non-listed
journals, and 18.7% (n = 57) are exclusively published in
grey literature. The remaining cases (n = 69, 22.6%) are
covered by multiple records from various of these sources
(e.g., one peer-reviewed journal article and one book
chapter). In the below analysis, unless noted specifically,
these ‘mixed’ cases are excluded from the study, as they
do not permit a clear attribution to one category. As
stated above, we assume that cases described in journal
articles will display (a) higher values for each main
dependent and independent variable, and (b) larger effect
sizes between these.

In our study of the effectiveness of participatory envi-
ronmental decision-making, the degree of participation
serves as the main independent variable, while the envi-
ronmental standard of the output is considered the key
dependent variable. These are complex, multi-dimensional
concepts, and are therefore constructed as composites of
multiple single variables. For further details on the compo-
sition of these variables please consult the supplementary
material.

As each case was coded independently by three raters,
our design involves three instances of each case. In order
to account for this, we analyze the effects of different
publication types on our main variables using multi-level
modelling (hierarchical linear modelling).’® Level 1 unit
of analysis comprised the three single instances of each
case (one coded by each rater), while level 2 unit of anal-
ysis comprised the cases as such. We built these models
around our variables of interest, considering publication
type as fixed effect, and the cases as such as random
effect, allowing intercepts to vary among these.” Maxi-
mum likelihood criteria were used for fitting the models.
Analyses were performed with R.°

Pairwise comparison (Tukey contrasts) of publication types for public participation

95% Confidence intervals
p-value Lower Upper
0.94 —0.29 0.38
0.34 —0.62 0.15
0.17 —0.08 0.64
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(A) Mean Participation by Publication Type

(B) Mean Information Reliability by Publication Type
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FIGURE 1 (a)Mean degree of participation per publication type. (b) Mean degree of information reliability per publication type. Note:

Error bars display 95% confidence intervals

Considering the main independent variable, the
model detects a slight, yet not significant, effect of publi-
cation type on the degree of participation described in
the case studies [y*(2) = 3.40, p = 0.18]. We specify this
effect further through a post-hoc test (Tukey's all-pair
comparisons) to investigate precisely the differences
between publication types (see Table 1), and this
supported the results presented in Figure 1(a). While
cases described in journal articles and in books or book
chapters show very similar values, cases reported in grey
literature show a slight effect, which is, however, not sig-
nificant: The mean level of participation (i.e., the inde-
pendent variable for cases described in this type of
publication) is around 0.28 standard deviations higher
than for cases described in book chapters.

Fitting our model in the same way around our main
dependent variable, the environmental standard of the
output, results pointed in the same direction - grey litera-
ture with slightly higher output values - but also did not
show any significant effect of publication type
[x*(2) = 2.54, p = 0.28]. Hence, publication type did not
prove to be a significantly better predictor for the main
dependent variables than the null hypothesis.”

As publication bias is assumed to be a function of the
magnitude and significance of effect estimates between
independent and dependent variables,’” we also examine
the relationships between our main variables. To this
end, we calculated correlations between participation
and the environmental standard of the output for each
publication type and compared the resulting coefficients
by means of a Williams test.*®

Generally, correlation coefficients indicate a moderate
to strong effect between participation and environmental

output variables, ranging from 0.28 for cases described in
journal articles or grey literature to 0.39 for those from
books and chapters.” However, among the different pub-
lication types no clear pattern is apparent. No type stands
out, and also the comparison of minimum and maximum
coefficients for each output measure proved insignificant
[Williams test grey vs. book: z = 1.18, p = 0.24].

However, a noteworthy effect emerges here, when
including the 69 cases from the ‘mixed’ category. Those
cases were reported in multiple studies published in dif-
ferent types of outlets (e.g., peer-reviewed and grey litera-
ture). On average, cases in this category are reported in
3.07 texts per case, while cases from the other three pub-
lication categories are based on 1.15-1.25 studies per case
on average. Within this mixed category, the correlation
coefficient between participation and environmental out-
put is 0.48, which is significantly higher than that of grey
and peer-reviewed literature (but not book chapters)
[Williams test, grey vs. mixed: z = 2.19, p = 0.03].

Based on these investigations the hypothesis that peer
reviewed journals display stronger relations between key
independent and dependent variables cannot be
supported. Most of our analyses did not find any signifi-
cant difference between various types of publications.
Where effects could be detected, as in the case of the
main independent variable of public participation, differ-
ences between publication types were small, not signifi-
cant, and showed higher values in grey literature rather
than in more formal published or peer-reviewed publica-
tions. One exception is the significant difference among
correlation coefficients between cases reported in a mix
of publications and those reported in grey and peer-
reviewed literature.
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Publication type may not only have an influence on
the validity of findings, but also, potentially, on the qual-
ity of the underlying case material and the resulting
information reliability. To assess the effects of publication
type and amount of case material, we established a mea-
sure to gauge the information reliability of our data (see
above). We aggregated these reliability scores by calculat-
ing the arithmetic mean as a single reliability indicator
for each case. This indicator incorporates the codes of
three raters for 305 cases, and 186 variables. Mean infor-
mation reliability over all cases and variables is 1.55
(SDinfo reliability = 0.28).

As with the previous analysis, we tested the effect of
publication type on information reliability through a
multi-level modelling approach. Additionally, we con-
trolled for the word count of each publication in the anal-
ysis as a means to test the effect of the volume of
available case material. Figure 1(b) summarizes the dis-
tribution of information reliability means together with
respective error bars (95% confidence intervals). We find
only minor deviations between the different publication
types, with book chapters (meany,.x = 1.57) containing
slightly more reliable information than the other types
(meanjoumal = 1.53, meanyey = 1.56). This finding is mir-
rored by the results of the multilevel models, where no
significant effect could be detected.’

Overall, analysis of publication bias revealed only
small differences between grey literature and other, often
more controlled forms of publication (e.g., book chapters
and journal articles) concerning our variables and effects.
Contrary to our expectations, cases described in grey litera-
ture tend to contain processes that scored higher on the
independent variable than those described in other publica-
tion types. Hence, we could not confirm our initial hypothe-
sis that cases described in journal articles tend to be more
‘successful’ than those described in other publication types.

These findings differ from previous studies examining
the effects of publication bias in quantitative political
analyses, which have clearly detected a publication bias
effect. This may be due to the different nature of data
sources and the inclusion of a broad range of cases in the
case survey method,'® based on the information they con-
tain rather than the type of data. Case studies are often
produced in the course of (small-N) comparative
research, where case selection aims to contrast different
experiences and follows various selection rules — for
example, most similar, most different case design,
extreme cases for the dependent or independent variable,
deviant cases, stratifying and matching (see, for example,
Reference 59.) We can assume, therefore, that the uni-
verse of published case studies contains a diverse array of
experiences. Many of these may be considered ‘success
stories’ with strong effects between the independent and
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dependent variables of interest, but many others may
describe less clear-cut cases, more ambiguous outcomes,
and weaker effects, mitigating publication bias.

This effect may be compounded by the heterogeneity
of topics and issues covered in the case studies consid-
ered.’® In contrast to quantitative meta-analyses, where
the studies included follow the same research aims, we
incorporated a wide variety of studies pursuing diverse
research questions, often different from our own aims.
Hence, ‘success’, or a positive effect of interest may be
defined very differently for the different cases. For exam-
ple, one publication may define ‘success’ as a fair deci-
sion-making process, others may define ‘success’
through social learning, or stakeholder acceptance, or -
as in the case of our primary research question — benefits
for the environment. Overall, therefore, the case survey
method may be less prone to publication bias in its classi-
cal sense than other meta-analytical techniques.

However, our analysis of correlation effects between
our main dependent and independent variables in cases
reported in a mix of publications of different types, sug-
gests that there could be an alternative mechanism of
bias at play. Correlations were significantly higher within
this group than in cases reported in grey or peer-reviewed
literature. We can only speculate about the reasons for
this effect, but cases in this ‘mixed’ category rest on
around 2.5 times more texts than those in the other cate-
gories. This might be an indication for a mechanism of
publication or attention bias, where ‘successful’ cases
become overrepresented in the field because they figure
prominently in multiples studies and become highly visi-
ble. This potential bias mechanism differs from the type
of publication bias prevalent in quantitative studies,
where inconclusive or non-significant results may go
unpublished, as it entails not the exclusion of single pub-
lications, but disproportionate attention on specific, suc-
cessful ‘landmark’ cases within a field. Hence, focusing
mainly on these easily accessible, well-described cases
may be a potential source of bias within a case survey
meta-analysis. However, our evidence in this respect
remains tentative and more research may be required to
substantiate this hypothesis.

Finally, concerns regarding the quality of studies
from grey vis-a-vis books or peer-reviewed literature and
the reliability of information therein were not supported
by our analyses.

4.2 |
effects

Rater ‘personalities’ and drift

It is good practice in studies relying on the judgement of
multiple raters for the assessment and quantification
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TABLE 2  Effects of rater ‘personalities’ and experience on case
coding
# of information

Model # of variables/%  reliability scores/%

#0: Null model 44/24% 0/0%

#1: Rater 92/49% 25/13%

#2: Rater and 33/18% 25/13%

rater experience
#3: Rater and 17/9% 136/73%

rater experience
(interaction)

Note: Summary of model comparison for the effects of rater personalities
and coding experience on case survey variables (n = 186). Numbers indicate
absolute and relative abundance of variables, for which the explanatory
model performed best.

of empirical material®® to calculate measures of inter-
rater reliability and agreement in order to evaluate the
quality of the data generated. We adopted the widely
used measure of rywc®' as an inter-rater agreement index
indicating the degree to which raters actually assign the
same values.®? Additionally, we assessed inter-rater reli-
ability using the measure of G(g, k).%® This index is a spe-
cial version of the more commonly employed intra class
correlations (ICC) measures, explicitly adapted for situa-
tions where changing rater teams are assembled from a
larger pool resulting in a design that is neither fully
crossed (each rater codes all cases) nor fully nested (dif-
ferent raters for each case). Given the design and
methods of the present study, this reliability measure is
the most appropriate. Both mean reliability, and agree-
ment across all variables score very similar, with meang
(g.k) = 0.71 (SDG(q,k) = 011) and mean,g = 0.72
(SD,swg = 0.07). These indicators fulfil basic standards of
data quality,** particularly considering that the case sur-
vey method explicitly allows for dissent and different
interpretations of the empirical case material.

Moreover, we aim to more precisely understand the
possible bias introduced by raters. We identified two fac-
tors that may potentially introduce bias during the coding
process, namely the ‘personality’ of the rater, and the
degree of coding experience acquired by the rater, which
may lead to coder ‘drift’. In our case survey, a total of 25
raters participated in coding, with experience ranging
from 8 to 94 cases coded per person (median ,,ers = 30,
SDpaters = 25.3). Although all raters received the same
pre-coding training, we expect to see some sort of
‘human factor’ in case coding.

To assess the impact of raters' personalities and experi-
ence, we applied a multilevel modelling approach. Level
1, as above, comprises the rater-specific case instances (three
per case), and level 2 is constituted by the cases as such. For
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all 186 variables, we fitted four different models, each rep-
resenting one particular explanatory factor of interest'®: The
first model (model #0) represents the null-hypothesis,
assuming no influence between our explanatory factors and
the respective variable values. On the basis of this model,
fixed factors were added - first, the rater (model #1) and
then, additionally, the number of previously coded cases as
a proxy for coding experience (model #2) and, finally, the
interaction of these two factors (model #3) as an indicator
for rater-specific experience. A comparison of these four
models should reveal if raters and coding experience are bet-
ter predictors than pure chance, and which factor shows the
greatest effects for the respective variables. Model compari-
sons are based on Akaike's information criterion (AIC).

The results for 186 variables are presented in Table 2.
Each variable is attributed to the model with lowest AIC
value, that is, the model that has the highest relative
explanatory value for the respective variable.

The results show that for 445 variables (24% of all var-
iables) the null model has the strongest explanatory value
- that is, raters and experience show no considerable
effect here. For most variables, the models including rater
personalities (and experience) fit best, while only 9% of
our variables indicated rater-specific drift.

Beyond simply examining the number of variables
subject to some rater effect, the relative size of this effect
is of particular interest, and will reveal how much
variable variance can be accounted for by raters and
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experience. To investigate this question, we again fit a
multilevel model for each variable. However, to compare
the relative effects, we fit raters’ personalities and experi-
ence, together with the case ID, as random factors, and
then compared the amount of variance attributed to each
of the factors.'! The aim of this procedure is to assess the
relative weight of rater personality and experience in
relation to the importance of the case itself, which we
actually aim to measure.

The result of this analysis is displayed in Figure 2
(blue boxes), summarizing standardized values for each
of our 186 variables in an aggregated way. As the
boxplots show, most of the variable variance
(meang,se = 0.47, SDcase = 0.13) can be attributed to the
actual case ID - that is, the case characteristics we sought
to actually measure. Raters (meang. = 0.05,
SDiater = 0.05) and experience (meaNexperience < 0.01,
SDexperience = 0.01) account for only a much smaller
share of variance, with a fairly large remainder of resid-
ual variance (mean,egigual = 0.47, SDresiqual = 0.11).

We repeated this analysis of the influence of rater and
experience for the information reliability codes. These
codes accompany each variable value assigned by a rater,
and give an indication of the information basis for the
given variable value. In analyzing this data, we followed
the same approach as above, using a model comparison
of four different models to assess the effects of rater per-
sonalities, time effects and their interaction. As Figure 2
shows, results differ considerably from those for the
actual variables. None of the information reliability
scores is best reflected by the null model, while 73% show
rater-specific experience effects. The rest exhibit single
rater (13%) and experience effects (13%). Comparing the
extent of variance attributed to each single factor (Fig-
ure 2, red boxes), it becomes clear that rater personalities
account for slightly more variance (mean,,,, = 0.16,
SDater = 0.07) than the case as such (mean., = 0.13,
SD..se = 0.07). Most variance, however, is accounted for
by the residuals (mean;egiquat = 0.71, SDiesiquar = 0.06),
which also include the rater-experience interaction effects
(i.e., individual drift effects). Unfortunately, it was not pos-
sible for us to calculate the actual influence of these drift
effects by means of post hoc tests, due to limited sample
sizes and insufficient statistical power in our dataset. For
illustration, a graphical representation of the individual
learning effects is included in the supplementary material.

Overall, our analysis of rater and drift effects indi-
cated high data quality. Rater personalities accounted on
average for less than 6% of the variable variance and cod-
ings appeared to be stable over time. We can assume
from these results that raters arrived at a rather coherent
understanding of concepts, cases, and the coding proce-
dure. Thorough preparation and training of raters may
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have played a decisive role in this.°®> Raters all went
through the same training and coding of test cases, which
spanned a wide range of possible case contexts and trajec-
tories. Therefore, all raters began from a similar starting
point, with a good understanding of the relevant social
science concepts and of how to translate case narratives
into numeric data. Further, this common understanding
was regularly reinforced through interaction and
exchange with other raters during post-coding discus-
sions, which thereby served as a kind of internal peer
review or quality check for each case.

Stronger bias effects were discovered for the coding
of information reliability codes. These were shown to be
rather strongly influenced by the personality and drift of
raters. This does not have an immediate effect on the
quality of the data itself, but brings into question
the use of this measure to gauge information quality in
the case texts. Information reliability can mainly be
employed during data analysis to build subsets of cases
with strongly reliable information, or to aggregate cod-
ing instances by different raters for the same case using
a reliability weighted mean.*

4.3 | Variable characteristics

The characteristics of the variables themselves may pose
specific challenges to the coding process and the reli-
ability and validity of the resulting case survey data.
Raters may face situations which require high-inference
judgement, as variables aim to elicit information that is
not readily available in the underlying primary case
material or that may be subject to individual interpreta-
tion. These challenges may appear in various forms and
constellations and, thus, may be associated with differ-
ent aspects of data validity and reliability. To identify
such different constellations, we undertook a cluster
analysis to identify different types of variables with par-
ticular characteristics.

The cluster analysis started from 230 case survey vari-
ables. We extended the previous data set of 186 variables
(which were limited by type of measurement scale), as
here we do not consider differences in measurement
scales as potential distortions, but rather embrace these
differences as potential factors to explore the characteris-
tics of variables. For each variable, we considered five
important characteristics reflecting their measurement
complexity and uncertainty as well as some measures of
data quality, as detailed in Table 3: Inter-rater reliability,
inter-rater agreement, information reliability, the degree
of interpretative judgement required for coding, and the
rater variance as measurement for the added value of
the third rater over just two raters.
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TABLE 3 Description of factors for cluster analysis
Factor Indicator/description Measurement scale Mean SD
Inter-rater reliability G(q, k) [0; 1] 0.75 0.13
Inter-rater agreement rwG [0;1] 0.76 0.11
Information reliability Mean information reliability, aggregated over 230 [0; 3] 1.57 0.23
variables
Interpretative judgement Degree to which a variable relies on subjective [0; 4] 2.07 0.78
interpretation of case material, beyond basic given
facts. To construct this index, five raters independently
assessed all 230 variables as to their ‘subjectivity’, of
which we then calculated the mean for each variable
Rater variance A proxy for the added value of the third rater over only [0; 1] 0.03 0.02

TABLE 4

two raters. This measure is derived from a simulation
(1000 times) of randomly choosing only two raters per
case (rather than three), and then computing inter-
rater reliability for this reduced data set. To arrive at a
proxy for variable sensitivity to rater elimination we
calculated the mean standard deviation of the
simulated inter-rater reliability values

brackets) of factors included in the cluster analysis

Inter-rater reliability (G(q, k))
Inter-rater agreement (rwg)
Information reliability
Interpretative judgement
Rater variance

Cluster characteristics

Example variables from our
data base on participatory
environmental governance

Cluster 1 (n = 47)
0.89 (0.39)

0.90 (0.38)

1.75 (0.37)

1.08 (0.19)

0.014 (0.16)

« Often on binary or 3-point
scales (62% of variables)

« Elicit readily available
information

« Location of the case

« Case initiators

« Checklist on content of the
output

Cluster 2 (n = 68)
0.63 (0.28)

0.77 (0.33)

1.39 (0.29)

2.27 (0.40)

0.050 (0.58)

o Measured on [0, 4] or [—4, 4]
scale, only 7% on simpler scale

« Variables assess difficult social
and technical concepts, or
specific, detailed information

 Rarely explicitly described
within case, circumstantial
evidence

«+ Social capital (e.g., shared
norms)

+ Cultural values (e.g., ‘green
culture’)

+ Information management
during process

+ External transparency

Strength of the presence of each factor in the different clusters, measured by cluster-specific means and indicator values (in

Cluster 3 (n = 115)
0.76 (0.33)

0.69 (0.29)

1.59 (0.34)
2.35(0.41)

0.023 (0.27)

« All variables measured on [0, 4]
or [—4, 4] scale

» Require highest level of
abstraction on part of the raters

« Elicit information central to
research interest, hence, good
information basis (controlled
for during case screening)

« Interests and intentions of
actors

« Major process characteristics
(e.g., communication flows)

« Assessment of environmental
and social outputs

We conducted an agglomerative hierarchical cluster
analysis using Euclidean distance measures.'? We used
Ward's method of agglomeration as it supports our goal
of arriving at homogenous groups and tends to produce
readily interpretable and widely understood results. To
facilitate interpretation and make characteristics of the

resulting clusters more transparent, we calculated group-
specific means as well as indicator values for each cluster
see Reference 66, both highlighting the association of
each indicator to a given cluster.

Based on the analysis, we identified three different
clusters, the characteristics of which are summarized in
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Table 4.'* Variables in cluster 1 (n = 47 or 20% of all vari-
ables) exhibit particularly high values for inter-rater
agreement and reliability, high quality of information
given in case descriptions, and require only minimal
judgement on the part of raters. By contrast, variables in
cluster 2 (n = 68/30%) score especially low for inter-rater
reliability, and have the lowest information reliability
while at the same time requiring a high degree of inter-
pretative judgement by raters around the concepts under-
pinning these variables. Here, the added value of a third
rater can be considered greatest, as reflected in our rater
variance index being more than three times higher than
for cluster 1. Cluster 3 comprises 115 variables (50%),
which exhibit moderately high inter-rater reliability and
lower agreement values, based on rather good informa-
tion quality. Also, while the interpretative judgment
required to code these variables is high, the added value
of a third rater is rather low, less than half in comparison
to cluster 2.

Following this analysis, we can identify three struc-
tural challenges to high-inference coding, in different
combinations co-occurring with low values for inter-rater
reliability and agreement: The reliability of information
given in the case descriptions; the intricacy of concepts
that are measured by the variables; and the measurement
scale.

The less complex variables in cluster 1 (20% of all var-
iables) can be considered low-inferential judgements, and
also exhibit the highest inter-rater reliability and agree-
ment scores. They elicit basic, readily available, informa-
tion about decision-making processes and process
outputs. In many cases, the variables in this cluster rely
on binary or other simple measurement scales.

The remaining two clusters all display more complex
variables that pose some challenges for coding. Inter-
rater reliability is lowest for cluster 2, while agreement
scores reasonably high. This cluster contains variables
that operationalize relatively difficult social or technical
concepts (e.g., social capital, cultural values, potential
spillovers), or those that target very specific, detailed
information about the process, the external context and
impacts of the case at hand (e.g., about information elici-
tation and aggregation, external transparency of a deci-
sion-making process, broader public attention). Such
details are rarely described explicitly in the case descrip-
tions, as the low information reliability value also high-
lights. Under these conditions, the contribution of a third
rater contributes greatly to stabilizing inter-rater reliabil-
ity. As such, the 68 variables in this cluster may be con-
sidered the highest-inference for coding.

In cluster 3, on the other hand, reliability of informa-
tion in the case texts is rather high, while the coding of
variables and the concepts they measure requires even
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higher degrees of interpretative judgement as compared
to cluster 2. Many of these 115 variables are central to
our research interest. They seek to capture detailed infor-
mation about actors and political decision-making pro-
cesses, and to make some assessment of outputs. Inter-
rater reliability is relatively high for these variables, while
agreement has the lowest value of all clusters. This clus-
ter highlights that we can arrive at consistent and robust
codes even in situations where raters are faced with cod-
ing difficulties. Inter-rater reliability even appears to be
rather robust to the absence of a third rater. Comparing
this situation to cluster 2 indicates that information reli-
ability may be one important contributing factor. The
lower inter-rater agreement may be due to the inter-sub-
jective, interpretative nature of the case survey method,
allowing for different readings of the case material. These
varying interpretations are particularly prevalent where
decisions had to be taken about the orientations and
stance of the actors involved in decision-making pro-
cesses, which make up almost half of the variables in this
cluster. Nonetheless, raters remained consistent with
their coding across cases, as the considerably high reli-
ability scores indicate. This indicates that the interpreta-
tive characteristics of the case survey method do not
necessarily work against data quality and reliability.

5 | LESSONS FOR DESIGN
CHOICES IN CASE STUDY META-
ANALYSIS

Data derived from our case survey proved largely robust,
displaying high degrees of inter-rater reliability and
agreement, and only limited effects of the distorting fac-
tors tested for. Based on these findings, we identify a
number of critical design choices will influence the qual-
ity and reliability of case survey data.

1. Trade-off between numerous and reliable cases:
Selecting cases for coding poses a trade-off between
broad inclusiveness on the one hand, and stricter case
selection with clear criteria for case features and infor-
mation requirements on the other hand. The former
can result in a large data set with very mixed data
quality, as information reliability has shown to be one
of the main mitigating factors for coding complexity;
while the latter can produce a relatively small data set
with good data quality but representing only a fraction
of cases available. This trade-off is to a large extent
determined by the research aims, data requirements,
and the complexity of concepts to be measured, but
there remains leeway to select a design appropriate to
the research question at hand.
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2. Search strategies and publication types: Limiting the

study to peer-reviewed journal articles, books, and
book chapters may be convenient for selecting publi-
cations for analysis, as these media are easy to locate
in databases and through library searches. Indeed, for
the main variables in our data set, we did not find sig-
nificant differences as a result of the publication type
that studies were reported in, indicating that - at least
in our case - a good overview could be reached by
these means. However, our study also suggested that
there may be merit in employing broader search strat-
egies and including a range of publication types.
While the search effort might be rather high, cases
without broad academic coverage, or those described
in grey literature, may provide a more diverse and
complete picture of the phenomenon under study.

. Design of variables: The design of variables is an
important determinant of the complexity of coding
and the quality of resulting data. Much research is
available on this topic (including from other methodo-
logical contexts, such as survey or questionnaire
design).®” For the case survey, the intricacy of the con-
cept to be measured and the measurement scale are
the main design choices. Our analysis has indicated
that simple variable design with few response catego-
ries and straightforward coding tasks foster the quality
and reliability of data. Yet, this strategy risks over-sim-
plifying complex social phenomena to a point where it
fails to grasp the diversity of cases and variables. In
line with previous studies,'***®® an iterative process
in designing variables and a coding scheme is advis-
able. We began with a complex coding scheme with
many variables and response categories, which we
pre-tested in a variety of cases and with various raters.
As we were familiar with some of the cases in our
database, we intentionally chose cases for this pre-test
that covered a wide diversity of potential situations;
where this prior knowledge is not available, random
selection of pilot cases is also possible. After assessing
the reliability of data produced, and considering chal-
lenges encountered in coding, we simplified variables
and coding scales to achieve a balance between reliabil-
ity and maximum information gain. However, our ana-
lyses further highlight that challenges of more
‘intricate’ variable designs can be mitigated by sound
case information basis (see 1), thorough training of
raters, and by use of multiple raters.

. Selection and number of raters: The coding of many
cases by multiple raters is a resource-intensive pro-
cess. Hence, the selection of raters is one major design
choice in conducting a case survey. We worked
mainly with student assistants that underwent a struc-
tured, comprehensive training routine, and employed

three raters for the coding of each case. A subsequent
post-coding discussion functioned as a quality check.
While this constellation led to considerably high data
quality, amid high resource costs other constellations
are also possible. For instance, generally fewer raters
could be used, or the number of raters could be
adjusted depending on the complexity of variables,
such that additional raters could be employed for only
the most complex variables (as described in clusters
2 and 3), or for a selection of cases to establish a mea-
surement of reliability see Reference 69. Alternative
roles may be possible, such as an observer for post-
coding discussions or a ‘proof-reader’ for coded cases,
who has read and understood the cases, but may not
have gone through the whole coding procedure her-
self. However, we strongly recommend having at least
two raters, as this is the minimum number allowing
for different interpretations and for the calculation of
indices of inter-rater reliability and agreement, and
ultimately for the evaluation of the resulting data.

5. Avoiding rater drift over time: Our analysis indicates sig-
nificant rater-specific drift only for 6% of all variables (but
also for the majority of reliability scores). Even if these
effects are not a major threat to overall data quality, it is
worthwhile reflecting on how to best avoid rater drift.
First, we assume that the detailed and iteratively devel-
oped, tested, and refined codebook, as well as the inten-
sive initial rater training, account for the small size of the
observed drift effect. Further, post-coding discussions
with ever-changing compositions of raters may have
proven effective in balancing one-sided interpretations
and counteracting drift effects. Literature further suggest
spot checking throughout the coding process.”® Finally,
our initial training focused on coding variables, but less
so on coding reliability. This might explain the far greater
drift effect regarding reliability scores, because raters had
to develop their own way of coding reliability. Here, more
intensive training, or more specific guidelines, may help.

It should be noted that these results provide only pre-
liminary insights from one case survey study. However,
given the multi-faceted nature of the research objective
(i.e., assessing the performance of participatory environ-
mental governance), it does reflect many aspects of most
research fields in policy sciences and governance and
beyond, which are characterized by complex social phe-
nomena and have few tried-and-tested measurement
scales available. Our findings may also provide insights
of value to other fields, such as health research and the
analysis of the context, implementation and impact of
medical interventions, which are increasingly advocated
and demanded.’ Despite our aspirations for comprehen-
siveness and rigor, more studies will be needed to
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consolidate the methodological knowledge basis for this
kind of synthesis research. However, given the ever-
increasing abundance of empirical studies, we believe
that a rigorous meta-analytical approach to case studies
and text narratives provides a viable way forward, and
one that can yield new and innovative insights.
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ENDNOTES

! EDGE' (Evaluating the Delivery of Environmental Governance
using an Evidence-based Research Design), ERC Starting Grant
awarded to JN. Project timeframe 2011-2016.

% See supplementary material for detailed variable descriptions.

* Information reliability captures the degree of information avail-
able to raters to render their coding judgment. This is not to be
confused with interrater reliability discussed below.

* As listed in Scopus.

® See supplementary material 2 for more information on model
specification.

® Packages used for the analyses in this article: nlme,”
multcomp,”* ggplot 2,7* 1tm,” Ime4,”* multilevel,”” cowplot,”®
cluster,”” labdsv,”® NbClust.”

7 Model details can be found in the online supplementary material.

8 Spearman’s correlation coefficient, all estimates are significant
on the p < 0.001 level.

° Publication type: »*(2) = 249, p =0.29; Word count:
7°(1)=0.17,p = 0.68.

19 For more information on model specification, please consult the
supplementary material.

! For details on model specification see supplementary material. Some
of the models of this analysis displayed singular fit for the variable
Experience. The random effect of this variable was 0, or almost
0. While all models converged propetly, this could be a sign of under-
estimating the effect of this variable. However, robustness tests,
where all analyses were replicated without this variable, yielded
almost identical effects, indicating robustness of results.

12 Variables have been standardized for the analysis.

3 For a dendrogram with a detailed variable assignment, see sup-
plementary material.
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