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A B S T R A C T

Laser shock peening (LSP) is a promising technology to retard the fatigue crack propagation (FCP) in metallic
lightweight structures. A multi-step simulation strategy to predict FCP in LSP-induced residual stress fields is
proposed and applied. The simulation strategy involves an LSP process simulation, a transfer approach to include
the plastic strains in a C(T) specimen model to calculate the residual stresses and an FCP simulation to determine
the stress intensity factors. The FCP rate is finally determined via FCP equations. The validity of the simulation
strategy including the crack driving quantities prediction is experimentally demonstrated by a novel ‘simulation’
approach.

1. Introduction

For a damage-tolerant design [1], fatigue and corrosion are the two
main causes of failure in the aircraft industry [2]. Laser shock peening
(LSP) provides a surface treatment that introduces compressive residual
stresses with high penetration depth in critical regions susceptible to
fatigue phenomena. These compressive residual stresses may lead to the
retardation of the fatigue crack propagation (FCP), as shown for M(T)
specimens consisting of AA2024-T3 [3] or for friction-stir-welded
AA7075-T7351 [4]. However, the generation of compressive residual
stresses always causes tensile residual stresses within the structure to
keep stress balance. These tensile residual stresses might lead to an
acceleration of the FCP rate. Thus, the exact knowledge of the applied
residual stress field and the prediction of the resulting FCP rate are
necessary to guarantee an effective and optimized application of LSP.

A frequently applied strategy of FCP simulations is to calculate the
minimum and maximum stress intensity factors of the fatigue load cy-
cles and to use these stress intensity factors as input for an FCP equation
[5–8]. The applied FCP equation links the stress intensity factors at the
crack tip to the FCP rate. This work applies the very first FCP equation
developed by Paris and Erdogan [9], Walker’s equation [10], which
was, for example, successfully used within the residual stress field
caused by laser heating [11], as well as the NASGRO equation [12],
which is nowadays often used to predict FCP rates [5–7]. The different

FCP equations are mainly based on the stress intensity factor range and
the stress intensity factor ratio R, which can be calculated directly from
the minimum and maximum stress intensity factors. The detailed dif-
ferences between the FCP equations are discussed in the following
section.

The literature usually refers to two approaches to predict the stress
intensity factor at the crack tip [7]. The first is based on the assumption
that crack closure leads to a reduced , determined usually by a crack
opening function, as originally proposed by Elber [13], since the stress
intensity does not exist for a closed crack. The second frequently used
approach is based on stress intensity factors caused by the superposition
principle of stress intensity factors caused by the residual stresses and
the applied loads [14–16].

Elber [13] was the first to propose a crack opening function f that
relates the maximum applied stress intensity factor Kappl max, to the stress
intensity factor Kop, which is needed to open the crack. Kop is used to
define an effective stress intensity factor range =K K Keff appl max op,
which is taken as the change of the stress intensity factors at the crack
tip. The stress intensity factor ratio R is sometimes set to zero based on
the assumption that there is no stress intensity for the minimum load if
crack closure occurs [14]. It has to be mentioned that crack closure can
also be considered by numerical simulations, instead of proposing a
crack opening function [17]. Two problems of the crack closure ap-
proach arise as soon as a varying residual stress field is present, as
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caused by LSP [18] or welding [19]. The first, the loading at which
crack closure occurs depends strongly on the local residual stresses.
Hence, the crack closure function depends strongly on the current po-
sition of the crack tip. Therefore, the crack closure function changes
with growing crack. However the determination of a crack closure
function for every possible residual stress distribution of every crack
length is impractical. In the absence of residual stresses, the crack
closure depends on the plastic zone at the crack tip [13]. Hence, stress
intensity is directly linked to crack closure. This relationship makes the
determination of a crack closure function suitable for the base material
but not for samples including highly varying residual stresses. The
second problem is related to the idea proposed by Elber [13], who took
crack closure into account due to plastic deformations resulting from
the stress intensity at the crack tip. Hence, crack closure occurs every
time at the same position relative to the crack tip, as long as the ex-
ternal loading is kept constant. However, highly varying residual stress
fields might cause crack closure not linked to the crack tip. Therefore,
the assumption that crack closure reduces the minimum stress intensity
factor cannot be made to calculate Keff .

The second approach is based on the idea to superpose the stress
intensity factors of the residual and applied stresses to calculate the
stress intensity at the crack tip: = +K K Ktot appl res [14,15]. Thus, the
stress intensity factor is split into an applied and a residual stress in-
tensity factor Kappl and Kres, respectively, which are traditionally cal-
culated independently of each other. The calculation of Kappl and Kres
can be performed by numerical methods such as the finite element (FE)
method. Difficulties occur if the internal force lines caused by the ap-
plied loads change depending on the applied force. This leads to non-
linearities, which do not allow the application of the described tradi-
tional superposition principle any more. An observed phenomenon that
causes such changes in the internal force lines is crack closure. Crack
closure is often present in regions of high compressive residual stresses,
where the area of crack closure does not have to be connected to the
crack tip. Thus, the traditional superposition principle does not seem to
be suitable to describe the FCP behaviour after LSP sufficiently.
Quantities as inputs for the FCP equations have to be identified. Ad-
ditionally, an efficient method to calculate these quantities has to be
developed to enable an accurate prediction of the FCP rate when sig-
nificant tensile or compressive residual stresses are present.

In the current study, the aluminium alloy AA2024-T3 is in-
vestigated. It is one of the most widely used alloys in manufacturing of
metal airframes [20]. The beneficial properties of AA2024-T3 are their
very good fatigue crack growth resistance and high fracture toughness.
However, AA2024-T3 exhibits a relatively low yield strength [21]. For a
detailed review of recent developments in aluminium alloys, the in-
terested reader is referred to Dursun and Soutis [20].

The purpose of this work is the prediction of the FCP rate in spa-
tially highly varying residual stress fields introduced by LSP in AA2024-

T3. Therefore, a multi-step simulation strategy is proposed, allowing
the prediction of the FCP rate based on the inputs of an LSP process
simulation only. For a given geometry and material behaviour, the
input parameters of the LSP process simulation are reduced to the
pressure acting on the target surface and the laser pulse sequence. The
simulation approach is fairly general and can be applied to any residual
stress field since it avoids the mentioned limitations. The simulation
strategy involves the prediction of the plastic strains after LSP via a
process simulation and the transfer of the plastic strains to an FE C(T)
specimen to predict the residual stresses, which are used to calculate
the crack-driving quantities that are finally applied to FCP equations to
predict the FCP rate. Finally, the predicted crack-driving quantities in
the peened material were experimentally applied by controlling the
external loading to unpeened material to investigate the importance of
other influences which might be changed by the LSP treatment, except
residual stresses.

2. Theoretical principles and experimental techniques

2.1. Laser shock peening

2.1.1. Short overview about laser shock peening
Laser shock peening is an efficient local modification technique to

introduce compressive residual stresses into a workpiece. The effect of
laser pulses on a target were first discovered by Askar’yan and Moroz
[22] in 1963. Early publications focused on changes in the micro-
structure and mechanical properties of the material, see e.g. [23]. Peyre
et al. [24] studied the ability to increase the performance of different
aluminium alloys by applying LSP. An overview of possible surface
enhancements based on LSP is given by Clauer and Lahrmann [25].
Residual stresses can also be modified by several alternative techniques
such as hammer peening, shot peening, and laser heating, see for an
overview Sticchi et al. [26]. However, LSP provides a large penetration
depth in combination with a relatively high surface quality [24].

LSP uses short-time (nanosecond) laser pulses to vaporize material
next to the target surface, as illustrated in Fig. 1(a). The vaporized
material is turned into plasma and expands rapidly due to the heat. This
heat expansion generates a surface pressure acting on the target [27].
This surface pressure introduces shock waves into the material, which
lead to local plastic deformations. The elastic constraint of the plasti-
cally deformed portion results in a residual stress field that is domi-
nated by compressive stresses below the radiated surface. These stresses
are balanced by tensile residual stresses in the surrounding volume.

The surface pressure is increased by a transparent overlay, in this
work water, which is passed by the laser pulse, but the overlay influ-
ences the expansion of the plasma, see e.g. the review of the physics and
application of LSP by Peyre and Fabbro [28]. The direct radiation, using
only a transparent overlay, might cause tensile residual stresses near

Fig. 1. Scheme of the LSP process (a), the LSP shot pattern (b), and the geometry of the hole drilling (HD) specimens (c). 5 J laser pulses with the full width of half
maximum (FWHM) of 20 ns were shot with 10 Hz, without pulse overlap. The LSP pattern was applied twice on each side of the specimens.
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the surface. Based on the investigation of 55C1 steel, Peyre et al. [29]
linked these tensile stresses to the heat effects of the plasma. Ad-
ditionally, the authors showed that these tensile stresses can be avoided
using an ablative layer between water and target surface. Such tensile
surface stresses are critical for the fatigue crack initiation. However, as
this study is focused on the FCP of long cracks, it is expected that such
tensile residual stresses at the surface do not influence the present result
significantly. Additionally, no ablative (sacrificial) layer is used, to
ensure the exact same conditions for every laser pulse, which might be
influenced by the interface of an ablative layer and the material
otherwise.

Numerical simulations can be used to predict the residual stresses
and study the LSP process to arrive at a deeper understanding of the
physical mechanisms. However, the simulation of subsequent processes
or loadings after the LSP treatment may lead to the discretization of
relatively large geometries. Consequently, these relatively large FE
models cause a high computational effort for simulating the LSP pro-
cess, as performed in [30] or [31]. Achintha and Nowell [32] used an
approach where plastic strains were predicted in an explicit simulation
and then applied as eigenstrains in a second simulation to calculate the
residual stresses. In the present study, a similar approach is performed.
First, the plastic strains are determined in an explicit finite element
simulation of the LSP process. Secondly, the values of the plastic strains
are extracted and subsequently introduced into a second, typically
much larger, FE model, including an expansion to a larger peened area
based on the assumption of periodicity. The assumption of periodicity
of the plastic strains is made and justified in Keller et al. [33]. The
method to include and expand the LSP-treated area in the second model
is not restricted to FCP simulations, as described in Section 3.

Usually, two challenges arise during the process simulation of LSP. The
first is the application of the correct plasma pressure which acts at the
target surface, while the second is related to the correct modelling of the
material behaviour at high strain rates. There are plasma models that
allow the prediction of the pressure at the surface, such as the one-di-
mensional model proposed by Fabbro et al. (1990). Otherwise, the pres-
sure pulse distribution can be identified by fitting the relevant parameter
to obtain the desired residual stress profile [33]. Since high strain rates
lead to different material responses due to rate-dependant strain hardening
and thermal softening caused by heat generation during the plastic de-
formations [34], a correct description is essential. Amarchinta et al. [34]
provided a comparison of different material models used in LSP simula-
tions and stated that the Johnson-Cook model [35] provides consistent
results and was in better agreement with experiments than the other in-
vestigated material models. Therefore, the Johnson-Cook model is used in
this work where the pressure pulse, identified from the residual stress
profile, is used from our previous work [33].

2.1.2. Application of laser shock peening
Hole drilling (HD) specimens and C(T) specimens were peened

during this study, see Figs. 1(b) and 2, respectively. HD specimens were
used to determine the residual stresses, C(T) specimens to investigate
the FCP behaviour, see Section 2.4.2. Both HD and C(T) specimens were
cut from the same AA2024 sheet with 4.8 mm thickness including an
approximately 0.15 mm thick clad layer on both sides. The LSP treat-
ment of HD as well as C(T) specimens is the same as described in the
following. An Nd:YAG laser with a ×3 3 mm2 squared laser focus and
5 J laser pulses with the full width of half maximum (FWHM) of 20 ns is
used. Based on the FWHM the average laser power intensity is
2.78 GW/cm2. The laser pulses of each pulse-sequence were placed in
the pattern shown in Fig. 1(c). The pattern consists of five columns
which are shot consecutively. The processing direction of each column
is kept constant during the experiments. The laser beam position is
fixed. The specimens were moved with 30 mm/s, while the laser shot
frequency was 10 Hz leading to no shot overlap. Synchronization un-
certainties between the laser and the robot, which is used to control the
position of the specimen, led to slightly varying initial positions (y-

coordinate) of the first shot of each column. A relatively large column
size of 80 mm is used to equalize these inaccuracies as the fatigue crack
is located in the centre of the C(T) specimen. Edge effects, caused by the
inaccuracies of the position of the first and last laser shots of each
column, are assumed to be negligible, owing to the relatively large
distance to the crack tip. No pulse overlap is used in the sequence.
However, the sequence was repeated a second time, leading to 100%
overlap of the sequences, named in the following two layers of the laser
pulse sequence. After the first side of the specimen was processed with
both sequence layers, the second side is peened with two sequence
layers as well. The LSP treatment and the resulting residual stresses did
not lead to significant deformations of the HD specimens with dimen-
sions × ×40 mm 120 mm 4.8 mm as well as of the C(T)-specimens.

2.2. Residual stress measurement

The residual stresses were measured using the incremental HD
technique with electronic speckle pattern interferometry, described by
Steinzig and Ponslet [36–38]. The measurement system Prism from
Stresstech is applied, which involves three steps. First, a part of the
material, which contains residual stresses, is removed incrementally
using a driller. Second, the surface displacements are measured using
images before and after the material removal based on electronic
speckle pattern interferometry. Third, the stresses, which prevented the
surface deformations before the increment was drilled, are calculated
for each increment using the integral method [39].

In this work a driller with 2 mm diameter is used. Therefore, the
depth of the residual stress measurements is restricted to 1 mm.
Residual stresses were measured from both sides of the HD specimens,
where the residual stresses of each side were measured at least eight
times. Residual stress measurements were placed in the peened area
with a certain distance to the borders of the peened area to determine a
characteristic residual stress profile. The measured residual stress pro-
file did not show a dependency on the measurement position, which is
indicated by the low standard deviation of the measurements.

2.3. Principle of stress intensity factors

The stress intensity factors are usually used to describe the stress
state next to a crack tip [40]. Their calculation is based on the

Fig. 2. Geometry of the used C(T) specimen. x x,0 1, and x2 are used to partition
the specimen in three areas to simplify the discussion of the results, see Section
4. 5 J laser pulses with the full width of half maximum (FWHM) of 20 ns are shot
with 10 Hz, without overlapping each other, according to the pattern shown in
Fig. 1. Two layers of this laser pulse sequence were shot on both sides of the
C(T) specimen.
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assumption of linear elastic material behaviour. In the following, the
definition and consequences resulting from our definitions of the dif-
ferent parts of the stress intensity factors are discussed. The definitions
are used to describe the changing stress field next to the crack tip,
especially for highly varying residual stresses. It is important to note
that other definitions of the decomposition of stress intensity factors are
possible, as mentioned in the references listed in Section 1. Similar to
the traditional superposition principle, for regions with significant re-
sidual stresses the stress intensity factor can be divided into two parts,
Kappl and Kres.

The first part Kappl is caused by applied or external loads, while the
second part Kres describes the stress intensity that remains after the re-
moval of all external loads.1 Therefore, Kres results only from residual
stresses. The stress intensity factor that is present at the crack tip when an
applied load and residual stresses are present simultaneously is named Kcd.

High residual stresses may lead to significant geometric changes
resulting in crack closure effects, for example [17]. These influence the
resulting stress distribution next to the crack by changing the internal
force lines. Partial crack closure effects can be observed at high com-
pressive residual stresses, where the crack is not completely opened
even at certain applied tensile loads. Hence, Kappl might be different for
the same applied load but different compressive residual stresses.
Consequently, the authors define Kappl

2 due to externally applied loads
as the difference between Kcd and Kres:

K K K .appl cd res (1)

In the following, three cases are discussed that explain the con-
sequences of this definition:

2.3.1. Case 1: No residual stresses are present
This is simplified as = =K K Kappl cd appl. Based on linear elastic

fracture mechanics, it is possible to find a relationship between the
applied load Fappl and the stress intensity factor Kappl, which holds in a
certain range of the crack length a, as shown for the standardized C(T)
specimens in ASTM E647-11

=
+

+

+

K
F

B W

a
W

a
W

a
W

a
W

2

1
0.886 4.64 13.32

14.72 5.6 ,

appl
appl

a
W

a
W

3/2

2

3 4

(2)

where W is the length of the C(T)100-specimen, B its thickness, and a is
the current crack length.

2.3.2. Case 2: Residual stresses without a change in geometry
In case of residual stresses without a change in geometry, linear

elastic fracture mechanics implies that the traditional superposition of
Kappl and Kres is valid, as both can be calculated independently of each
other. In case of tensile residual stresses, this leads to =K Kappl appl and

=K Kres res. Case 2 is present when the applied loads cause a completely
opened crack. When it comes to compressive residual stresses, Kres can be
calculated by allowing the penetration of the crack edges based on an FE
model, as shown by Schnubel and Huber [17]. This is based on the as-
sumption that the internal force lines in the specimen are not changed.

2.3.3. Case 3: Residual stresses with a change in geometry
The case of geometric changes due to residual stresses is present for

large compressive residual stresses, resulting in crack closure. Kappl and
Kres cannot be calculated independently of each other. This implies that
the function that relates an external load Fappl to the crack-driving stress
intensity factor Kcd is influenced by the amount and the position of

crack closure.

2.3.4. Definition of the crack driving quantities Kcd and Rcd
In this work, stress intensity factors are used to describe the chan-

ging stress field in front of a fatigue crack caused by cyclic loading. In
this regard, the authors introduce the ratio Rcd of the minimum Kcd min,
and maximum Kcd max, crack-driving stress intensity factors, as well as
the crack-driving stress intensity factor range Kcd as

= =R
K
K

K K K, .cd
cd min

cd max
cd cd max cd min

,

,
, ,

(3)

It is important to mention that Rcd differs from the ratio of the ap-
plied loads RLoad in Cases 2 and 3, which is for a C(T) specimen cal-
culated as

=R
F
F

.Load
appl min

appl max

,

, (4)

Fappl min, and are the minimum and maximum applied forces.
Considering Case 1, the crack-driving stress intensity factor ratio Rcd
corresponds to the applied load ratio RLoad.

2.4. Fatigue crack propagation

2.4.1. Fatigue crack propagation equations
FCP equations were developed to relate stress intensity factors as

quantities of fracture mechanics to the FCP rate. It is assumed in this
study that the introduced FCP equations are applicable in areas of
significant residual stresses, as long as the crack-driving quantities
( Kcd and Rcd), describing the stress intensity at the crack tip, are used.
Paris and Erdogan [9] established the first FCP equation

=a N f Kd /d ( )cd , where the FCP rate a Nd /d is a function of the stress
intensity factor range Kcd only:

=a N C Kd /d ,P cd
nP (5)

where CP and nP are material parameters of Paris’s law. Nowadays,
several crack growth laws are used which consider additional quan-
tities, such as the ratio Rcd of the minimum and maximum stress in-
tensity factor, the threshold stress intensity factor range Kth, and the
fracture toughness Kc. While Rcd, in addition to Kcd, is used to describe
the mean stress effect on a N Kd /d , th and Kc enable the prediction of

a Nd /d in the threshold and fracture toughness regime. A frequently
used FCP equation that takes these quantities into account is the
NASGRO equation

=a
N

C K
f
R

d
d

[1 ]
[1 ]

1

1
,NA cd

N

cd

n K
K

p

K
K

q

NA
th
cd

cd max
c

,
(6)

where C n p, ,NA NA , and q are material parameters. Kcd max, is the max-
imum stress intensity factor at the crack tip. fN is the crack opening
function determined by Newman [41]

= = + + +f S
S

A A R A R A R Rfor 0,N
o

max
0 1 2

2
3

3
(7)

where the coefficients =A g K( , , )i max Y depend on the maximum
stress intensity factor Kmax , the yield strength Y , and a constant ,
which is 1 for a plane stress or 3 for a plane strain state. The crack
opening function is used to consider crack closure, caused by the plastic
wake behind the crack tip. The plastic wake results from plastic de-
formation at the crack tip.3 This study considers load cases above the
threshold region and below the region that is influenced by the fracture

1 Kres is calculated with consideration of crack closure effects.
2 Kappl is traditionally used as a stress intensity factor caused by the applied

load without residual stresses or crack closure effects.

3 This work does not consider the change in the plastic wake which may result
from present residual stresses. Hence, plastic deformations and residual
stresses, which are generated by the stress intensity at the crack tip itself, are
not included in the following simulations, see Section 3.
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toughness. Therefore, the NASGRO equation can be reduced to

=a
N

C K
f
R

d
d

[1 ]
[1 ]

.NA cd
N

cd

nNA

(8)

Facing the challenge of the FCP prediction in regions with sig-
nificant residual stresses, Schnubel and Huber [11] used Walker’s
equation [10]

=a
N

C K
R

d
d [1 ]

,W
cd

cd
m

n

1

W

(9)

to calculate the FCP rate. As Schnubel and Huber [11] achieved good
agreements between experiments and simulations for the FCP rate
prediction in residual stress-dominated regimes, Walker’s equation is
considered in this work as well.

2.4.2. Fatigue crack propagation test
The FCP experiments were performed according to ASTM standard

using C(T)100 specimens. The specimen geometry is shown in Fig. 2. The
applied load ratio RLoad was kept constant during the experiments. The
specimens were 5 mm pre-cracked leading to an initial crack length of
25 mm to avoid influences of the manufacturing process of the initial
notch, and the crack initiation at the beginning of the FCP test. The LSP
process was applied after the pre-cracking, see Section 2.1.1. Unpeened
specimens were tested at the load ratios: =R 0.1Load with =F 4 kNappl max,
and =F 0.4 kNappl min, (three repetitions), as well as =R 0.7Load with

=F 4 kNappl max, and =F 2.8 kNappl min, (two repetitions). Peened speci-
mens were tested with the load ratio of =R 0.1Load (three repetitions).

3. Multi-step simulation to predict the FCP-rate

3.1. Multi-step simulation approach

The aim of the proposed multi-step simulation approach is the
prediction of the FCP rate influenced by residual stresses based on the
LSP treatment. The prediction of the FCP rate is realized by the fol-
lowing sequence of four steps, as illustrated in Fig. 3:

1. An LSP process simulation predicts the plastic strains after LSP
treatment, following the approach presented in Keller et al. [33].4

2. Plastic strain transfer from the LSP process model to a crack ex-
tension model (e.g. C(T) specimen) using the eigenstrain method to
predict the residual stresses [42].5

3. FCP simulation to calculate Kcd and Rcd for certain crack lengths.
4. Application of an FCP equation to determine the crack growth rate

a Nd /d .

3.2. Step 1: LSP process simulation

Plastic strains are predicted based on the LSP nine-shot model de-
veloped in [33] for AA2198, see Fig. 4. The plasma pressure is modelled
as pressure loading acting on the surface. The adjusted pressure pulse
for 5 J and 20 ns (FWHM) with a square ×3 3 mm2 laser focus from [33]
is used. The pressure pulse adjustment is performed by fitting nu-
merically predicted residual stresses to the measurements for AA2198-
T3. In [33], this pressure pulse is applied subsequently to AA2198-T8.
In addition, the pressure pulse were scaled and applied to the focus size
of ×1 1 mm2 for AA2198-T3 and AA2024-T8. As the measured and
predicted residual stresses agree well, it was concluded that the ad-
justed pressure pulse produces physical residual stresses and plastic
strains considering the applied averaging scheme in the numerical
model as well as in the experimental incremental hole drilling method.
However, the adjusted pressure pulse does not to be the physical correct
plasma pressure, it is only sufficient to predict the correct plastic strains
as needed in this work. An FE model consisting of continuum elements
with reduced integration (C3D8R) is built and solved using ABAQUS,
see Fig. 5. Fixed boundary conditions are used at the boundaries of the
modelled material sheet on x-z and y-z planes. The top and bottom
surfaces (parallel to the x-y plane) of the specimen are modelled as free
surfaces. The model size is × ×60 60 4.8 mm3. An element size of ap-
proximately × ×0.15 0.15 0.02 mm3 is used to provide a mesh-in-
dependent solution at the surface. The strain rate-dependent yield stress

Y is determined with the reduced Johnson-Cook model [35]

= + +A B C ln[ ] 1 ,Y JC JC p
n

JC
p

p,0
JC

(10)

where p is the plastic strain and p the plastic strain rate. A B C, ,JC JC JC
and nJC are material parameters. Temperature effects are neglected. The
material parameters for AA2024-T3 are taken from [44] and summar-
ized in Table 1. Simulations showed, that the clad layer does not have a
significant impact on the residual stresses through the thickness as the
clad layer influences the residual stresses close to the surface only.
Therefore, the influence of the clad layer is neglected in the following.

The basic assumption of the LSP nine-shot model is applicability of
the principle of periodicity for the resulting plastic strains. Therefore,
plastic strains can be predicted by the simulation of a small area that is
representative of the larger area of the laser pulse pattern. For the LSP
process parameters used by Keller et al. [33], in combination with the
investigated material AA2198-T3, a square of ×3 3 pressure pulses is
sufficient to predict the plastic strains below the area which is radiated
by the centred laser pulse. This assumption requires that plastic strains

Plastic strain prediction Plastic strain transfer Calculation of ΔKcd and Rcd Prediction of da/dN

Step 1 (Section 3.2.) Step 2 (Section 3.3.) Step 3 (Section 3.4.) Step 4 (Section 3.4.)
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Fig. 3. Multi-step simulation approach
comprising four steps. Step 1 represents
the determination of the plastic strains
using an LSP process simulation based
on a reduced number of laser impacts.
These plastic strains are transferred to
the following FCP simulation based on
the eigenstrain method, Step 2. Step 3
deals with the calculation of Kcd and
Rcd on the basis of the FCP simulation,
which are used as inputs for the FCP
equations in Step 4.

4 It is important to mention that any source (experimental or simulative) that
provides the plastic strains can be used as input for the following steps.

5 Step 2 can be replaced with any other method that introduces residual
stresses into the FCP model (e.g. initial stress method [43]). Hence, measured
residual stresses can be introduced into the FCP model as well.
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within the representative area are not influenced by pressure pulses
outside the ×3 3 pressure pulse square. To predict the plastic strains
after two-sided LSP treatment of the C(T) specimen, a square of ×3 3
pressure pulses is applied on both sides of the plate. Each square of

×3 3 pressure pulses is shot twice, which corresponds to two layers of
the sequence. Hence, 36 laser shots need to be simulated. This marks a
massive reduction in the number of shots compared to the real LSP
experiment, where approximately 530 laser pulses are applied to the
C(T) specimen.

3.3. Step 2: Plastic strain transfer and residual stress prediction

The eigenstrain method [42] is used to transfer plastic strains from

the LSP process simulation to the subsequent FCP simulation. The
transfer of the plastic strains can be performed by the following three
main steps. The overall structure of this approach is shown in Fig. 5.

2.1 The LSP process model is partitioned into volumes of size
× ×3 3 0.2 mm3, where 0.2 mm represents the depth in z-direction,

see Fig. 5. The area in the x-y plane corresponds to the focus size of
the laser. The different plastic strain components are averaged in
the corresponding volumes and stored using matrix M.

2.2 The region of the FCP simulation, which would contain plastic
strains after the LSP treatment, is also partitioned into volumes
related to the LSP simulation. These volumes are linked to certain
thermal expansion coefficients considering the principle of

Fig. 4. Half of the LSP process simula-
tion model for the double-sided LSP
treatment with two layers of the laser
pulse sequence. The LSP process simu-
lation takes the plasma pressure acting at
the surface, the laser pulse pattern, and
the material behaviour as inputs. The
plasma pressure, which is taken from
Keller et al. [33], is assumed to be a
function of time only. The shown laser
pulse sequence is shot twice on both
sides. The rate-dependant material be-
haviour is modelled with the Johnson-
Cook model, see Eq. (10).

Fig. 5. Eigenstrain approach to in-
troduce residual stresses in the FE
model of the C(T) specimen. The LSP
process simulation accounts only for
the minimum number of laser pulse
impacts and contains a volume in
which the plastic strains are re-
presentative for the specific LSP pat-
tern. The simulated LSP specimen is
sliced into volumes in which the
plastic strain components p ij, are
averaged and then stored in a matrix
M. The FCP model is sliced into vo-
lumes as well. Every volume of the
FCP model is assigned to one volume
of the LSP process simulation ac-
cording to its position. p ij, is applied to
the FCP model as thermal strains th ij, .
To apply th ij, , the thermal expansion
coefficients are calculated and the
temperature is raised by a certain T ,
leading to the desired residual stresses
in the FCP simulation.

Table 1
Material parameters of the Johnson-Cook model for AA2024-T3, taken from [44].

Density Young’s modulus Poisson’s Yield strength Strain rate coefficient Strain hardening exponet Strength coefficient Reference strain rate
, g/cm3 E, MPa ratio, A , MPaJC CJC nJC B , MPaJC , sp,0 1

2.78 74326 0.33 350 0.01 0.73 972 0.0002
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periodicity of the plastic strain field caused by LSP.6 The thermal
expansion coefficients are determined by the matrix M of the
averaged plastic strains obtained in Step 1. The size of the overall
plastically deformed area is manually restricted by the boarders of
the peened area within the LSP simulation.

2.3 In an FE simulation of the C(T) specimen, the temperature is in-
creased by a certain T . The different thermal expansions of the
partitioned region lead to elastic strains that cause the intended
residual stress distribution.

The applied strain averaging scheme neglects local variations of the
plastic strains and residual stresses, signifying a strong simplification.
The size of the volumes in which the plastic strains are averaged can be
reduced to obtain a higher resolution of the residual stress field.
However, the observed variations were assumed to be negligible for the
FCP behaviour. This was confirmed by the FCP simulations, showing for
the used volume a good correlation between experiment and simula-
tion, see Section 4.2. Hence, the chosen volume size is assumed as
sufficiently large for the purpose of this work.

3.4. Step 3: FCP simulation to calculate the stress intensity factors

The stress intensity factor Kcd is calculated by FE simulations for
certain crack lengths. Owing to the symmetric nature of the problem,
half of the C(T) specimen is only modelled with symmetry boundary
conditions on the symmetry plane, see Fig. 5. ABAQUS is used to per-
form the FCP simulation. Depending on the crack length, the symmetry
boundary conditions are replaced by contact conditions to a rigid plate
with no friction in x- and z-direction. The contact to the rigid plate
simulates the contact of the crack surfaces.

The crack tip is assumed to be a straight line perpendicular to the
specimen surface. In addition, the crack edges are assumed to be a plane
that allows the application of symmetry. These assumptions are made
for simplicity.

The bolt and the C(T) specimen are modelled as one part to avoid
contact in the simulation. A distributed force is applied at the centred
nodes of the bolt. To ensure realistic pin loading conditions, the upper
part of the bolt contains a high elastic modulus, while the elastic
modulus of the lower part is extremely small.

The crack closure technique (CCT) (or crack closure method/two-
step crack closure technique) [45] is used to calculate Kcd at the crack
tip. In the CCT, the energy release rate G is linked to the stress intensity
factor K for plane stress conditions, as follows

=K G E (plane stress). (11)

G can be approximately calculated based on an FE simulation and the
finite crack extension a:

=
=

G
B a

F u1
2

.
i

N

y
i

y
i

1 (12)

B is the thickness of the material sheet and uy
i are the nodal displace-

ments in y-direction of the used C(T) model. Fy
i are reaction forces at

the nodes which are located at the crack tip. The number of nodes at the
one-dimensional crack tip is N. To calculate G, the CCT uses the force at
each crack tip node before the release of the symmetry boundary con-
dition and the node displacement after its release. Hence, each pair Fy

i

and uy
i is determined at the same node, for which two simulation steps

are needed. A similar method to determine G is the virtual (or modified)
crack closure technique (VCCT) [45] that uses the displacement of the
released nodes next to the crack tip and the force at the crack tip nodes

to calculate K. Thus, Fy is determined at the crack tip but uy is taken
from the first node behind the crack tip. VCCT enables the prediction of
K in one simulation step at a certain crack length and is supposed to be
faster than CCT. In this work, both simulation techniques were com-
pared. From the performed simulations, it was concluded that CCT is
less mesh-dependent and thus more suitable for the FCP simulation
with the present residual stress distribution in this study. The as-
sumption of similar stress conditions of adjacent nodes is not fulfilled
for reasonable mesh sizes in the VCCT due to the high residual stress
gradients at the boundaries of the peened area. However, for instance,
[7,8] showed the applicability of the VCCT in regions of high residual
stresses. For further details regarding the CCT and VCCT, see Krueger
[45].

3.5. Step 4: Prediction of the FCP-rate

Prediction of the FCP rate a Nd /d based on the calculated Kcd and
Rcd using FCP equation (see Table 2), as described in Section 2.4.

4. Results and discussion

4.1. Validation of the eigenstrain method to predict residual stresses in large
areas

The eigenstrain approach is validated by a comparison of measured
and predicted residual stresses for a C(T) specimen. Fig. 6(a) shows the
measured residual stresses in comparison with the residual stresses
within the representative area of the LSP process model. Stresses of the
LSP process model were averaged to enable comparison with the
measured residual stresses according to the averaging scheme in [33].
The averaged stress and the standard deviation of the data points which
are considered for the averaging are shown. The standard deviations
indicate the high fluctuation of the residual stresses after the LSP pro-
cess in the direction of the surface plane. Residual stresses were mea-
sured using the HD specimens, as described in Section 2.1.2. The si-
mulated and measured residual stresses show a good agreement for xx .
However, the LSP process model does not show the non-equibiaxiality
of the experimentally measured residual stresses in the HD specimen.
This non-equibiaxiality can be predicted by the extension of the plastic
strains to a larger area, as performed during the transfer from the LSP
process model to the C(T) specimen, see Fig. 6(b). The good agreement,
especially regarding the non-equibiaxiality of the predicted residual
stresses after the eigenstrain method is applied, validates the applic-
ability of the eigenstrain approach and the assumption of the periodi-
city of the plastic strains. The change from an equibiaxial residual stress
field after a simplified LSP process simulation to a non-equibiaxial re-
sidual stress field after the eigenstrain approach indicates the im-
portance of the geometry along the overall residual stress distribution.

Residual stresses after the plastic strain transfer based on the ei-
genstrain method do not show the high spatial fluctuations parallel to
the surface as calculated by the LSP process simulation. Hence, the
eigenstrain method neglects the fluctuations of the residual stresses in
surface plane direction, which is indicated by the decreased standard
deviation after the application of the eigenstrain method, while the
same averaging scheme is used to enable the comparison to the ex-
periments. Neglected residual stress gradients after the eigenstrain
method result from the averaging of the highly fluctuating plastic
strains near the surface in the LSP process model. But the residual stress
resolution in depth direction (z-direction) is similar to the LSP process
simulation. The simulations in the following sections are based on the
assumption that the high fluctuations of the residual stress field parallel
to the surface do not have a major influence on the FCP behaviour. As
mentioned before, the resolution could be increased by a refinement of
the segmentation of the LSP process model.

6 The corner volumes of the LSP simulation are linked to the corner volumes
of the FCP simulation and the centre volumes of the LSP simulation are linked
to the centre volumes of the FCP simulation, as indicated by the different
numbers/colours in Fig. 5.
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Table 2
FCP equations for corresponding input parameters see Table 3.

Paris’ law [9] = C Ka
N cd

nd
d

• Input parameter Kcd
• Basic equation to describe FCP

Walker’s Eq.
[10] = Ca

N
Kcd

Rcd m

n
d
d (1 )1

• Input parameters Kcd and Rcd
• Consideration of the mean-stress
effect

NASGRO Eq.
[12] = C Ka

N cd
fN
Rcd

nd
d

(1 )
(1 )

• Input parameters Kcd and Rcd
• Consideration of the mean-stress
effect
• Inclusion of a crack opening
function
• Assumption of plane stress state

(a) (b) Fig. 6. Residual stresses of the LSP pro-
cess simulation (a) and predicted residual
stresses after the eigenstrain approach (b)
compared to experimentally measured
residual stresses for the HD specimen.
Results of the simulation show the aver-
aged residual stresses and the standard
deviation in the averaging volume, as
explained in Keller et al. [33]. The re-
sidual stresses of the LSP process model
prediction (a) show the standard devia-
tion of all points involved in the averaging
scheme. The good agreement of the pre-
dicted residual stresses, especially re-

garding the non-equibiaxiality of the residual stresses after the transfer of the plastic strain to the C(T) specimen (b), validates the eigenstrain approach to extend
residual stresses to large areas.

(a) (b)

(c)

Fig. 7. Measured FCP rates of unpeened (UP) specimens for =R 0.1Load and =R 0.7Load are used to identify material parameters of the FCP equations: (a) Paris’s Law
(5), (b) Walker’s Eq. (9), and (c) the NASGRO Eq. (8), see Table 3. Prediction of the FCP rate of laser shock peened specimens (LSP) based on the different FCP
equations show differences, especially in front of the peened area ( <crack length 35 mm). The best agreement between measured and simulated FCP rate for peened
specimens is achieved for the NASGRO equation.

Table 3
Parameters of different fatigue crack propagation equations. C n, and m are
identified based on FCP experiments on unpeened specimens, and is chosen
depending on the stress state of a relatively thick specimen.

Material parameters C n m Y [MPa]

Paris’ law, Eq. (5) 1.369·10 10 3.019 – – –
Walkers equation, Eq. (9) 4.309·10 11 3.394 0.866 – –
NASGRO equation, Eq. (8) 4.435·10 11 3.646 – 3.0a 350

a Taking as a variable with [1.0, 3.0] during the parameter identifica-
tion leads to = 3.0. = 3.0 is reasonable since it corresponds to a plane stress
state.
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4.2. Prediction of the fatigue crack propagation rate a Nd /d

Material constants of the different FCP equations, i.e. Paris’s law (5),
NASGRO Eq. (8), and Walker’s Eq. (9) are identified using a least square
fit to the experimental data for unpeened C(T) specimens for two ap-
plied load ratios =R 0.1Load and =R 0.7Load , as shown in Fig. 7. Fig. 7
displays representative measurements, where each measurement is re-
peated at least twice. The identification process of the material para-
meters uses a running average scheme that prevents inaccuracies due to
a non-evenly spaced distribution of the measured values. Experimental
information between the crack lengths =a 28 mm and =a 57 mm are
considered for the parameter identification to avoid any influence of
running-in phenomena. Additionally, the optical measurement of the
crack length for >a 57 mm might not be as accurate as for smaller
cracks due to the increasing FCP rate. The identified material para-
meters for the FCP equations are summarized in Table 3, which are in a
reasonable range compared to values reported in the literature (e.g. see
for Paris’s law parameters [46]).

Fig. 7 shows measured and calculated FCP-rates a Nd /d based in the
different FCP equations. The agreement to the experimental data of the
unpeened material is slightly better for Walker’s and the NASGRO
equation, as Paris’s law does not consider the mean stress effect.

The agreement of the predicted and measured a Nd /d values for the
peened specimens differs between 25 mm and 40 mm for the different
FCP equations, see Fig. 7. As the NASGRO equation provides the most
precise predictions of a Nd /d for < <a25 mm 40 mm, it is re-
commended for following investigations. A similar observation for butt
joints is reported by Servetti and Zhang [7], who concluded that the
NASGRO equation gives a better prediction than Walker’s equation

does for the entire length of the crack, as the NASGRO equation con-
tains more ‘fitting’ constants.

4.3. Evolution of Kcd and Rcd

The stress intensity factor at the crack tip of the C(T) specimen for
the minimum and maximum applied load, Fappl min, and with (peened)
and without (unpeened) residual stresses are shown in Fig. 8(a). Kcd min,
and Kcd max, were calculated with the proposed simulation strategy for
peened specimen and according to ASTM E647-11 for the unpeened
specimen. Unpeened specimens correspond to Case I, where

= =K K Kcd appl appl, see Section 2.3. However, the applied stress in-
tensity factor is influenced by residual stresses, as Kappl of the peened
specimen differs from Kappl of the unpeened specimen for >a x1, see
Fig. 8(b). Rcd and Kcd of the peened specimens were calculated based
on the FE simulations as described in Section 3.4, see Fig. 8(c) and (d).

Kcd of the peened specimens corresponds to Kcd of the unpeened
specimen, for <a x1. Thus, the traditional superposition of Kappl and Kres
can be assumed in front of the peened area, which corresponds to Case
II, see Section 2.3. This leads to a shift in the stress intensity factor for
the peened specimen, resulting in a higher mean stress intensity factor.
The increased crack-driving stress intensity factor ratio and the un-
changed crack-driving stress intensity factor range compared to the
unpeened material indicates this increased mean stress intensity factor,
see Fig. 8(c) and (d). While Rcd varies depending on the residual stress

= + +R K K K K[ ]/[ ],cd appl min res appl max res, , (13)

Kcd is not influenced by the residual stresses:

Fig. 8. Prediction of the crack-driving stress intensity factor Kcd using FE simulations and linear elastic fracture mechanics. The position of the peened area is marked
in grey. (a) Comparison between the minimum and maximum crack-driving stress intensity factor Kcd min, and Kcd max, of an unpeened (UP) and peened (LSP) specimen.
Kcd of the unpeened specimen corresponds to the applied stress intensity factor Kappl and is calculated based on equations following ASTM E647-11. The applied stress
intensity factor of the peened specimen corresponds to the applied stress intensity factor of the unpeened specimen resulting in =K Kappl appl for <a x1 (b). However,
the comparison of Kappl of peened and unpeened specimens for >a x1 shows, that Kappl can be different for the same applied loads according to Eq. (1), as Kappl
depends on crack closure effects which are influenced by the residual stress state. The resulting crack-driving stress intensity factor range Kcd of the peened
specimen corresponds to Kappl of the unpeened specimen for <a x1, indicating a pure superposition of the residual and applied stresses (c). However, Rcd of the
peened specimen is significantly higher than Rcd of the unpeened specimen (d).
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= + + =K K K K K K K[ ] ,cd appl max res appl min res appl max appl min, , , , (14)

as illustrated in Fig. 8(c).7 The crack growth rate increased with in-
creasing Rcd according to the different FCP-equations, see Fig. 7(b) and
(c). Since Rcd is differently considered in the FCP equations, the dif-
ferent performances to predict a Nd /d can be explained. Paris’s law, for
instance, does not contain a mean stress effect, which is why a Nd /d is
predicted as unchanged compared to the unpeened specimen, see
Fig. 7(a). Within and behind the peened area, Rcd drops significantly to
a lower level. Additionally, Kcd decreases compared to the unpeened
specimen. The influence of the changed Kcd dominates a Nd /d for

>a x1. Thus, all FCP equations predict similar a Nd /d -values, see Fig. 7.
Inside and behind the peened area ( >a x1), the traditional super-
position is not valid any more. A detailed discussion about the re-
tardation mechanisms, in particular the effect of crack closure, will be
provided in a subsequent publication.

5. Theory validation by experimental LSP simulation

In this study, the FCP-influencing factors are reduced to LSP-in-
duced residual stresses and specimen geometry, which influence the
stress distribution within the specimen. Even the crack tip geometry
and the effect of the residual stresses are simplified. Owing to the cal-
culation of Kcd and Rcd for a straight crack tip and plane crack edges,

Kcd and Rcd correspond to thickness averages. The error, which might
result from these simplifications and the neglect of unknown effects,
could counteract and cover possible errors in the prediction of Kcd and
Rcd as well as a Nd /d . Therefore, the interaction of the residual stresses
and the applied loads is experimentally simulated for unpeened speci-
mens by the following procedure, see Fig. 9.

Numerically predicted Kcd and Rcd values, as determined in Section
4.2, are experimentally applied to an unpeened C(T) specimen by
controlling Fappl. and Fappl min, are calculated by Eq. (2) for certain Kcd
and Rcd. As the experimental set-up does not allow a continuous var-
iation of and Fappl min, , the forces are changed step by step for every crack
length increment of 1 mm. Fig. 10(a) shows the calculated and Fappl min, ,
as well as the experimentally applied step-wise constant forces. This
approach is named ‘experimental LSP simulation’ in the following.

In Fig. 10(b) the FCP rate a Nd /d depending on the crack length a is
illustrated for the ‘experimental LSP simulation’. This experiment is
repeated three times. As the measurements indicate just a small scatter
only one representative curve is shown in Fig. 10(b). The ‘experimental
LSP simulation’ of the unpeened material is in good agreement with the
experimentally determined FCP rate of the peened material for a crack
length in range < <a25 mm 40 mm, and in excellent agreement for

<a40 mm 60 mm. The applied loads of the fatigue experiment had
to be reduced to certain static loads after every load interval to change
the forces. After the experiment is continued with the changed loads,
running-in effects might occur and lead to the ‘zigzag’ shape of the FCP
rate for high applied loads, as seen for < <a25 mm 35 mm. Such
running-in effects lead to an underestimation of the FCP rate, which
explains the slightly better agreement for <a40 mm 60 mm.

The high applied load for < <a25 mm 35 mm leads to an increased
plastic zone in front of the crack tip. The influence of this plastic zone
can be identified by crack opening displacement (COD) load curves,
which show slight crack closure for < <a35 mm 49 mm. This crack
closure may cause a slightly lower stress intensity at the crack tip than
predicted by the rearranged Eq. (2). A further detailed analysis of crack
closure effects is part of a subsequent study reported in the future.

The overall excellent agreement of the ‘experimental LSP simula-
tion’ of the unpeened material with the FCP experiments for the peened
material validates Kcd and Rcd as the most important crack-driving
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FCP experiment of an
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Fig. 9. Validation strategy for the assumed dominant crack-driving quantities Kcd and Rcd by applying the numerically obtained values to an unpeened specimen
using a step-wise constant amplitude loading during an FCP experiment (green dots). The measured a Nd /d -curve is compared with the result of an FCP experiment
using a peened specimen (red line) under constant amplitude loading. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

(a) (b)

Fig. 10. ‘Experimental LSP simulation’ using an unpeened specimen. (a) Applied maximum and minimum forces, which are designed to reproduce the numerical
predicted Kcd and Rcd of a peened specimen in an unpeened specimen. The forces were changed step by step during the experiment (constant force intervals, shown
here by the red lines). The pre-cracking is considered for < <a20 mm 25 mm during the ‘experimental LSP simulation’. (b) Resulting a Nd /d curves for the unpeened
and peened materials, as well as the ‘experimental LSP simulation’. The excellent agreement indicates that Kcd and Rcd are the main crack-driving quantities. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

7 As tensile residual stresses are present for <a x1, Kres corresponds to Kres.
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quantities and thus the proposed multi-step simulation strategy. It is
concluded that the used simplifications of the simulation approach are
applicable during the calculation of these crack-driving quantities.
Furthermore, the FCP behaviour can be explained by the influence of
macroscopic residual stresses exclusively.

6. Conclusion

The objective of this work is the prediction of the FCP rate in
AA2024-T3 with 4.8 mm thickness under the influence of LSP-generated
residual stresses. A sequential FE simulation strategy is proposed and
applied, allowing the prediction of the FCP rate based on the surface
pressure caused by the LSP treatment and the applied laser pulse pat-
tern. The simulation strategy is split into four main steps: (i) LSP pro-
cess simulation; (ii) plastic strain transfer; (iii) FCP simulation; and (iv)
calculation of FCP rate. The first step involves an LSP process simula-
tion to predict the resulting plastic strains with a minimum number of
laser shots. The second step includes the plastic strain transfer from the
LSP process simulation to an extended area within C(T) specimens
based on an eigenstrain approach. In the third step, the prediction of
the crack-driving stress intensity factors at the crack tip is performed.

Kcd and Rcd are calculated as crack-driving quantities and are used as
inputs for the fourth step, where FCP equations are used to predict the
FCP rate. The material parameters of the FCP equations were identified
by experiments for unpeened material only. Hence, no fitting between
simulations and experiments of the peened specimen is required in this
step. The predicted and measured FCP rates are in good agreement.

The application of the eigenstrain method is validated with residual
stress measurements. Especially the non-equibiaxiality of the residual
stresses is predicted precisely. The eigenstrain approach allows the re-
duction of the simulated laser impacts of the LSP process simulation to a
minimum, since the predicted plastic strains of the LSP process simu-
lation are extended to a large area of the C(T) specimen. The number of
laser impacts to be simulated is reduced from approximately 530 (laser
pulses used during the experiments) to 36 (laser pulses simulated in the
LSP-process model), corresponding to a reduction of 93.2% of the laser
pulses for the current example. This leads to a significant reduction in
computational costs for this approach.

The assumed main crack-driving quantities Kcd and Rcd, de-
termined numerically, were applied to an unpeened specimen to de-
termine the influence of any other effect on the FCP behaviour. Based
on the excellent agreement between the peened specimen and this
performed experiment, Kcd and Rcd are identified as the significant
crack-driving quantities for FCP growth within a C(T) specimen for the
used process parameters. Hence, the FCP can be explained by the
macroscopic residual stresses exclusively. Further effects are deduced to
be negligible for the fatigue behaviour in the current case.

Based on the performed analysis, the following simplifications and
assumptions for the FCP rate prediction are found to be valid:

• Residual stress relaxation due to cyclic loading and the generation of
a plastic wake behind the crack tip are neglected.

• Plastic strains were averaged, leading to a homogeneous residual
stress distribution inside the peened area. This simplifies the pre-
dicted residual stress field after the LSP process simulation, which
shows high fluctuations. In addition, the influence of the clad layer
is neglected based on residual stress predictions.

• Pure mode I loading at the crack tip and plane stress conditions are
considered during the calculation of the stress intensity factors using
CCT.

• A straight crack path and plane crack edges are assumed.
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