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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract  

In this paper a scheduling and dispatching approach for a flexible job shop incorporating travel times of autonomous guided vehicles is analyzed. 
Considering multi-purpose machines, routing flexibility is also included. Knowing the calculation of the optimal schedule in this complex 
manufacturing system is NP-hard, multiple priority dispatching rules for machines and vehicles are compared under the influence of uncertainty. 
Evaluation shows that, regarding static dispatching, general improvement can be achieved applying this smart dispatching approach in flexible 
job shop scenarios. 
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1. Introduction 

Given the fact that production systems capacity is limited to 
the amount of material moved by the handling system, the 
suitable utilization of them is growing in importance [1]. This 
work considers a flexible job shop configuration with multi-
purpose machines and autonomous guided vehicles (AGVs). 
These machines provide the opportunity to produce the same 
good with multiple process plans, allowing flexibility, 
increasing machine utilization and reducing flow time.  

A brief literature review and the problem description are 
presented in chapter 2. The used scenario is described in 
chapter 3, followed by the details on the simulation experiment 
in chapter 4. The conducted simulation study provides details 
on the interaction of 27 different combinations of routing jobs, 
dispatching vehicles and sequencing of operations. The 
simulation based evaluation presents a feasible combination of 
rules that can be used for the given scenario. To prove 
performance the presumably best rule combination is analyzed 
for further details. Chapter 5 presents and discusses the results. 
The work is concluded with chapter 6.  

2. Problem description 

The general model of a job shop can be described as a set of 
machines M = {M1, M2, …, Mm}, with m being the maximum 
number of machines in the system. Furthermore a set of 
independent jobs J = {J1, J2, …, Jn}, with n being the maximum 
number of jobs in the system, is being processed on the 
machines. Each job contains a set of operations Oij, with i as 
operation index and j the job index. Each operation is processed 
on a possible machine µij being element in M. The processing 
time pij is given for every operation. During the scheduling a 
set of machines A(i) is assigned, which can possibly process 
Oij, representing optional parallel machines. Adding the 
problem of material movement and transport operations the 
complexity increases drastically. Material transport Tjk is 
present if operation Oij is processed on machine µij and Oij+1 is 
processed on µik. Empty travel time has to be considered if the 
AGV has completed a transfer operation and is called to 
another station. 

 
Given the problem being NP-hard due to the scheduling of 

the machines and the AGVs in the job shop simultaneously [2] 
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typical approaches are heuristic algorithms. One option are 
Priority Dispatching Rules (PDRs) which can take into account 
single or multiple factors to provide a suitable solution. 
Furthermore, it has to be mentioned that the performance of 
PDRs for multi-stage environments differ massively from 
single machine systems regarding the given environment, 
product mix and product recipe.  

Multiple papers have considered the usage of PDRs for 
sequencing operations in front of machines. When using these 
rules for sequencing, all operations waiting in queue a priority 
is assigned. The operation with the highest priority is processed 
first. Panwalkar et al. reviewed multiple rules in 1977, 
presenting more than 100 dispatching rules [3]. Most 
commonly known example of PDRs is the sorting of operations 
by arrival time; the product being the first in the station is out 
first (FIFO). Other commonly known rules are: 

 
 Shortest Processing Time (SPT) - the product with the 

shortest processing time gets processed first 
 Earliest Due Deadline (EDD) – the product with the 

earliest due deadline gets processed first.  
 
These rules have been used in combination with routing. 

Routing describes the selection of a machine from a set of 
alternative machines being able to process the required 
operation. This provides a strategic flexibility to produce a 
product with alternative production sequences [4]. Multiple 
routing rules are commonly known such as: 

 
 Work In Next Queue (WINQ) – considering the smallest 

workload of jobs in queue 
 Number In Next Queue (NINQ) – considering the 

minimum number of jobs in queue, this can be called 
smallest queue, and  

 Least Utilized Machine (LUM) – considering the machine 
with least utilization  

 
The effect of routing has been considered by multiple 

authors [5–8]. This must not be mistaken as the routing of the 
vehicle in respect to finding the shortest path to a destination!  

 
Kim et al. reviewed single and multiple attribute dispatching 

rules for AGVs [10]. They used the framework provided by 
[11] to sort dispatching rules into two categories: Vehicle-
initiated rules and work center-initiated rules. Vehicle initiated 
rules are applied when one idle vehicle has to be assigned to 
one of several outstanding jobs. Work center-initiated rules are 
applied when there are several idle vehicles available for a 
single outstanding transport demand. Simple rules have been 
used for decades such as: 

 
 Shortest Travel Time (STT) - choosing the vehicle with the 

shortest path to the destination, 
 Longest Idle Vehicle (LIV) – dispatching the vehicle that 

has been idle the longest time among all the vehicles and 
 Least Utilized Vehicles (LUV) – dispatching the least 

utilized vehicle in the system endeavoring to equalize the 
use of all vehicles in the system 
 

These rules have been used for generating feasible but 
inefficient plans for the dispatching of AGVs [12]. Their 
findings state that multi attribute rules can achieve substantial 
reduction of queue length and job completion time [10]. Le-
Anh et al. state, that this could be improved even further with 
the consideration of reassigning and cancelation of vehicle 
operations[13]. 

 
Commonly known optimization criteria is the minimization 

of the make span, which is sufficient for the comparison of 
models [2]. On the other hand, the minimization of tardiness 
and flow time can be criteria as well [14]. Combinations of all 
these factors are possible, considering multi objective 
optimization.  

3. Scenario 

The scenario under investigation is classified as  

𝐽𝐽6, 𝑅𝑅2 | 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, 𝑑𝑑𝑖𝑖, 𝑡𝑡𝑗𝑗𝑗𝑗 = 𝑡𝑡𝑗𝑗𝑘𝑘, 𝑡𝑡𝑗𝑗𝑘𝑘
′  | �̅�𝐿𝑖𝑖 (1) 

using Graham Notation [15] enhanced by Knust [16]. The 
optimization criteria, last term in Eq.1, is the minimization pf 
the mean lateness of jobs (�̅�𝐿𝑖𝑖 ). Lateness, calculated by the 
subtraction of completion time and deadline, may not only the 
result of tardiness but also earliness.  

 
The used machines have different skill sets that can be 

applied to process the product. It has been shown, that six 
machines is enough to provide enough complexity. Literature 
provides further examples for 8 [17] and 10 machines [18]. 
Instead of combining the load and unload station in one 
location, different locations, similar to [19], have been 
considered for this contribution. 

Table 1. Each product type has an individual sequence of operations, which 
can be processed by multiple machines. 

Part 
Type Operation 

Processing Machines 

M1 M2 M3 M4 M5 M6 

1 

O11    10 10  

O12 30 30     

O13   60   70 

O14   60  10 70 

2 

O21   80   40 

O22    50 50  

O23 100 100     

O24   80  50 40 

 

3 

O31    50 50  

O32   110  50 40 

O33 90 90     

O34   110   40 

4 

O41   50   40 

O42 50 50     

O43    50 50  

O44   50  50 40 
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Fig. 1: Depending on the required processes and free machines products can 
take completely different routes. 

The part type defines a product specific sequence of 
operations that has to be processed. The operations have to be 
carried out in the correct sequence, still the machine processing 
the operation may alternate. An example can be seen in Table 
1 where the first column is describing the part type, the second 
describing the operation (O11 means Operation 1 for product 
type 1) and the third column presents the processing time of 
each operation on a possible machine. If no time is given, this 
implies an inability to process the operation on the machine. 
Between two consecutive steps, the product has to be moved 
from one machine to another.  

 
Each robot starts an order with the pickup of a product at the 

transfer station and makes it available to the first machine. The 
last operation of each order is the disposal of the product at the 
disposal station (sink). The transport time depends on the 
layout of the machines. In this scenario a distance matrix is 
provided. A transport operation contains the pickup, the 
transport and the drop off of a product. The loading capacity of 
the AGV is one object per transport operation. After finishing 
a job, the AGV stays where it left off. In this work, no dwell- 
and idle-points are considered.  

Due dates are assigned based on a general due date factor 
and calculated for each job i based on total work content 
(TWK), presented in Eq. 2. Mean process and travel times 
consider all product types and all distances. For the calculation 
of all due dates the mean process and travel times are equal for 
all order types and multiplied by the number of operations and 
material transfers, resulting in the job specific mean processing 
(�̅�𝑝𝑖𝑖) and transport times (𝑡𝑡�̅�𝑖).  

𝑑𝑑𝑖𝑖 = 𝑠𝑠𝑖𝑖 + 𝑘𝑘(𝑡𝑡�̅�𝑖 + 𝑝𝑝�̅�𝑖) (2) 

Due Date di is equivalent to the start time of the job (si) 

adding the product of the due date factor (k) times the sum of 
mean transport time of the job (𝑡𝑡�̅�𝑖) plus the mean process time 
of the job (�̅�𝑝𝑖𝑖).  

4. Simulation setup  

In this section, the simulation based comparison of 27 
priority rule combinations is presented. The discrete event 
based simulation is realized with AnyLogic™ 8.0.5. Its process 
model library is used for realization of the control logic and 
simulate the behavior of the system.  

For operation sequencing in front of a machine, the priority 
dispatching rule FIFO, SPT and EDD have been chosen. These 
basic rules enables further research regarding the behavior of 
the environment under different circumstances.  

AGVs are dispatched on Vehicle initiated rule. Whenever 
an operation is finished, a pickup request is given. Three rules 
are tested: LIV, LUV and STT. Maintenance, battery 
management and other dynamic events have not been 
considered in this work.  

For routing the products, in case of two or more suitable 
machines can process the same operation, the rules WINQ, 
LUM and SQ are used.  

 
For comparison of the different outputs, multiple key 

performance indicators (KPIs) have been chosen in the 
experimental setup: 

 
 Mean flow time: the average time that a job spends on the 

shop floor during processing.  
 Mean tardiness: the average tardiness of a job during 

processing. 
 

The arrival of all part types have the same probability since 
they are uniformly distributed. The processing times are static. 
The mean inter-arrival time has been chosen to be Poisson 
distributed, generating a system utilization of ~ 80 %. The Due-
Date-Factor is set to 1.5.  

 
To consider a steady state system 2500 jobs are processed. 

After a warm up phase of 500 jobs 2000 jobs are considered for 
the KPIs. Since job type and inter-arrival time are stochastic, 
20 replications are done for each combination. All factors are 
summarized in Table 2. 

 
Table 2: Parameters of the simulation experiment 

Machine  Number of machines: 6 
Number of AGVs: 5 
Utilization: ~80% 

Job Job types: 4 (uniform distribution) 
Operation per job: 4  
Inter-Arrival time: 45 (poisson distribution)  
Processing time: static 
Due-date: TWK Method 

Simulation  Sequencing rules: 3 (FIFO, SPT, EDD) 
Dispatching rules: 3 (LIV, LUV, STT) 
Routing rules: 3 (LUM, LWT, SQ) 
Warm up: 500 jobs 
Run length: 2000 jobs 
Replications: 20 

KPIs Mean flow time 
Mean tardiness 

5. Experimental results 

In this chapter, the interaction of multiple rules on each other 
is evaluated. For each combination of dispatching and 
sequencing rules a 2 by 2 matrix can be generated, using the 
corners for different routing rules. This can be seen in Table 4. 
For clarification, the recording schema is presented in Table 3 

Source MG 1 MG 2 

MG 3 MG 4 Sink 

M0 M3 M5 

M6 M8 M9 

M4 

 

    M1 
(Roboter) M2 

(Roboter) 
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carried out in the correct sequence, still the machine processing 
the operation may alternate. An example can be seen in Table 
1 where the first column is describing the part type, the second 
describing the operation (O11 means Operation 1 for product 
type 1) and the third column presents the processing time of 
each operation on a possible machine. If no time is given, this 
implies an inability to process the operation on the machine. 
Between two consecutive steps, the product has to be moved 
from one machine to another.  

 
Each robot starts an order with the pickup of a product at the 

transfer station and makes it available to the first machine. The 
last operation of each order is the disposal of the product at the 
disposal station (sink). The transport time depends on the 
layout of the machines. In this scenario a distance matrix is 
provided. A transport operation contains the pickup, the 
transport and the drop off of a product. The loading capacity of 
the AGV is one object per transport operation. After finishing 
a job, the AGV stays where it left off. In this work, no dwell- 
and idle-points are considered.  

Due dates are assigned based on a general due date factor 
and calculated for each job i based on total work content 
(TWK), presented in Eq. 2. Mean process and travel times 
consider all product types and all distances. For the calculation 
of all due dates the mean process and travel times are equal for 
all order types and multiplied by the number of operations and 
material transfers, resulting in the job specific mean processing 
(�̅�𝑝𝑖𝑖) and transport times (𝑡𝑡�̅�𝑖).  

𝑑𝑑𝑖𝑖 = 𝑠𝑠𝑖𝑖 + 𝑘𝑘(𝑡𝑡�̅�𝑖 + 𝑝𝑝�̅�𝑖) (2) 

Due Date di is equivalent to the start time of the job (si) 

adding the product of the due date factor (k) times the sum of 
mean transport time of the job (𝑡𝑡�̅�𝑖) plus the mean process time 
of the job (�̅�𝑝𝑖𝑖).  

4. Simulation setup  

In this section, the simulation based comparison of 27 
priority rule combinations is presented. The discrete event 
based simulation is realized with AnyLogic™ 8.0.5. Its process 
model library is used for realization of the control logic and 
simulate the behavior of the system.  

For operation sequencing in front of a machine, the priority 
dispatching rule FIFO, SPT and EDD have been chosen. These 
basic rules enables further research regarding the behavior of 
the environment under different circumstances.  

AGVs are dispatched on Vehicle initiated rule. Whenever 
an operation is finished, a pickup request is given. Three rules 
are tested: LIV, LUV and STT. Maintenance, battery 
management and other dynamic events have not been 
considered in this work.  

For routing the products, in case of two or more suitable 
machines can process the same operation, the rules WINQ, 
LUM and SQ are used.  

 
For comparison of the different outputs, multiple key 

performance indicators (KPIs) have been chosen in the 
experimental setup: 

 
 Mean flow time: the average time that a job spends on the 

shop floor during processing.  
 Mean tardiness: the average tardiness of a job during 

processing. 
 

The arrival of all part types have the same probability since 
they are uniformly distributed. The processing times are static. 
The mean inter-arrival time has been chosen to be Poisson 
distributed, generating a system utilization of ~ 80 %. The Due-
Date-Factor is set to 1.5.  

 
To consider a steady state system 2500 jobs are processed. 

After a warm up phase of 500 jobs 2000 jobs are considered for 
the KPIs. Since job type and inter-arrival time are stochastic, 
20 replications are done for each combination. All factors are 
summarized in Table 2. 

 
Table 2: Parameters of the simulation experiment 

Machine  Number of machines: 6 
Number of AGVs: 5 
Utilization: ~80% 

Job Job types: 4 (uniform distribution) 
Operation per job: 4  
Inter-Arrival time: 45 (poisson distribution)  
Processing time: static 
Due-date: TWK Method 

Simulation  Sequencing rules: 3 (FIFO, SPT, EDD) 
Dispatching rules: 3 (LIV, LUV, STT) 
Routing rules: 3 (LUM, LWT, SQ) 
Warm up: 500 jobs 
Run length: 2000 jobs 
Replications: 20 

KPIs Mean flow time 
Mean tardiness 

5. Experimental results 

In this chapter, the interaction of multiple rules on each other 
is evaluated. For each combination of dispatching and 
sequencing rules a 2 by 2 matrix can be generated, using the 
corners for different routing rules. This can be seen in Table 4. 
For clarification, the recording schema is presented in Table 3 

Source MG 1 MG 2 

MG 3 MG 4 Sink 

M0 M3 M5 

M6 M8 M9 

M4 

 

    M1 
(Roboter) M2 

(Roboter) 
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in more detail. The left upper corner represents SQ-, the upper 
right corner LUM- and the lower right corner represents LWT-
routing. For each corner, the mean flow time and the standard 
deviation are recorded.  
 

Table 3: Schema for recording the simulation experiments. All values are 
given in time units (TU).  

  Sequencing Rule 

Dispatching 
rule 

Shortest queue Least Utilized Machine 

Mean flow time  Mean flow time 

Standard deviation Standard deviation 

  Least Waiting Time 

  Mean flow time 

  Standard deviation 
 
Given the scenario, presented in Section 4, the results for 

different combinations of rules are presented in the given 
format. Table 4 summarizes the results of the simulation 
considering the mean flow time. The standard deviation is 
given and the standard error can be easily calculated. The 
presumably best rule combination for each combination is 
printed bold, in Table 4. Reading from the results, the 
combination of FIFO for sequencing, STT for dispatching and 
LWT as routing rules provide a good solution for most of the 
situations. Closely followed by EDD/STT/LWT and 
SPT/STT/LWT.  
 
 Table 4: Mean make span and standard deviation for the different rule 
combinations. Each corner representing one routing rule.  

  SPT EDD FIFO 

LIV 

686 979 694 1099 687 910 

4 47 5 55 7 24 

  631   635   626 

  5   7   6 

LUV 

675 963 682 1061 676 893 

6 31 8 64 7 19 

  620   627   619 

  8   4   5 

STT 

668 950 674 1054 669 883 

7 47 7 47 6 19 

  610   610   607 

  6   8   6 
 
The improvement is calculated with Eq. 3, in the case of 

sequencing the jobs with FIFO, using STT for dispatching and 
LUM for routing, reducing the mean flow time by approx.  
10 %. The improvement considering shortest queue routing 
(SQ) and Least-Waiting-Time (LWT) is even bigger, up to 
approx. 70 %.  

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =  𝐿𝐿𝐿𝐿𝐿𝐿−𝐿𝐿𝐿𝐿𝐿𝐿
𝐿𝐿𝐿𝐿𝐿𝐿  (3) 

Fig. 2: The comparison of all possible rule combinations shows a significant 
improvement for the routing rule LWT and LUM compared to SQ, in the 

given scenario. 

In Fig. 2, the values from Table 4 are made visual and it can be 
seen that in respect to the mean flow time, the LWT-rule (right 
lower corner of each square) is superior to LUM and SQ in all 
combinations. The z-scale has been edited for better readability 
and easy comparison. The largest values (light gray) are 
produced by shortest queue routing. Lower values are 
generated by LUM (dark grey) and the lowest values (yellow) 
are generated by routing products with least waiting time 
(LWT).  

Even though the difference might by marginal, in the case 
of routing operations with shortest queue (SQ) and dispatching 
vehicles with STT the effect of sequencing operations with SPT 
and FIFO is contrary to routing operations with LWT. For that 
reason results are investigated further. Taking a closer look at 
the presumably best combination, the impact of the sequencing 
and dispatching rule mixture is considerable within the 
different routing scenarios. In Fig. 3, the mean value for each 
rule mixture with LWT routing is presented with the standard 
error.  

Considering the mean value of FIFO/STT being lower than 
SPT/STT and EDD/STT during the routing, with LWT rule and 
the small standard error this proves better performance. This 
can be seen in Fig. 3. For further details, the interaction effects 
have to be analyzed more detailed.  

 

Fig. 3: Detailed comparison for the combinations of dispatching and 
sequencing rules show the superiority of STT as dispatching rule, in the given 

scenario. 
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FIFO
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6. Conclusion and outlook 

The flexible job shop scenario provides a facility layout with 
high flexibility and utilization. Knowing that an optimal 
solution is NP-hard to calculate, decentral dispatching 
algorithms have to be used to be able to cope with dynamic 
system behavior and provide near optimal scheduling of 
operations and material handling systems within appropriate 
calculation time. To do so, different approaches have 
considered the combination of sequencing with dispatching or 
routing. In this study a combination taking into account all 
three aspects is conducted. Considering a complex scenario 
with 6 machines each having a specific skill set and 2 
autonomous guided vehicles a simulation study considering 27 
rule combinations is conducted. The evaluation of the different 
scenarios has shown, that the combination of LWT as routing, 
STT as dispatching and FIFO as sequencing rule provides good 
results and reduces the mean flow time in system by up to 70%, 
compared to other rule combinations. Within the routing rule, 
graphical analysis show that the present rule combination is 
truly best. Further evaluation has to be conducted on the 
behavior of the system with dynamic input, for example, if the 
product mix changes.  
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in more detail. The left upper corner represents SQ-, the upper 
right corner LUM- and the lower right corner represents LWT-
routing. For each corner, the mean flow time and the standard 
deviation are recorded.  
 

Table 3: Schema for recording the simulation experiments. All values are 
given in time units (TU).  

  Sequencing Rule 

Dispatching 
rule 

Shortest queue Least Utilized Machine 

Mean flow time  Mean flow time 

Standard deviation Standard deviation 

  Least Waiting Time 

  Mean flow time 

  Standard deviation 
 
Given the scenario, presented in Section 4, the results for 

different combinations of rules are presented in the given 
format. Table 4 summarizes the results of the simulation 
considering the mean flow time. The standard deviation is 
given and the standard error can be easily calculated. The 
presumably best rule combination for each combination is 
printed bold, in Table 4. Reading from the results, the 
combination of FIFO for sequencing, STT for dispatching and 
LWT as routing rules provide a good solution for most of the 
situations. Closely followed by EDD/STT/LWT and 
SPT/STT/LWT.  
 
 Table 4: Mean make span and standard deviation for the different rule 
combinations. Each corner representing one routing rule.  

  SPT EDD FIFO 

LIV 

686 979 694 1099 687 910 

4 47 5 55 7 24 

  631   635   626 

  5   7   6 

LUV 

675 963 682 1061 676 893 

6 31 8 64 7 19 

  620   627   619 

  8   4   5 

STT 

668 950 674 1054 669 883 

7 47 7 47 6 19 

  610   610   607 

  6   8   6 
 
The improvement is calculated with Eq. 3, in the case of 

sequencing the jobs with FIFO, using STT for dispatching and 
LUM for routing, reducing the mean flow time by approx.  
10 %. The improvement considering shortest queue routing 
(SQ) and Least-Waiting-Time (LWT) is even bigger, up to 
approx. 70 %.  

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =  𝐿𝐿𝐿𝐿𝐿𝐿−𝐿𝐿𝐿𝐿𝐿𝐿
𝐿𝐿𝐿𝐿𝐿𝐿  (3) 

Fig. 2: The comparison of all possible rule combinations shows a significant 
improvement for the routing rule LWT and LUM compared to SQ, in the 

given scenario. 

In Fig. 2, the values from Table 4 are made visual and it can be 
seen that in respect to the mean flow time, the LWT-rule (right 
lower corner of each square) is superior to LUM and SQ in all 
combinations. The z-scale has been edited for better readability 
and easy comparison. The largest values (light gray) are 
produced by shortest queue routing. Lower values are 
generated by LUM (dark grey) and the lowest values (yellow) 
are generated by routing products with least waiting time 
(LWT).  

Even though the difference might by marginal, in the case 
of routing operations with shortest queue (SQ) and dispatching 
vehicles with STT the effect of sequencing operations with SPT 
and FIFO is contrary to routing operations with LWT. For that 
reason results are investigated further. Taking a closer look at 
the presumably best combination, the impact of the sequencing 
and dispatching rule mixture is considerable within the 
different routing scenarios. In Fig. 3, the mean value for each 
rule mixture with LWT routing is presented with the standard 
error.  

Considering the mean value of FIFO/STT being lower than 
SPT/STT and EDD/STT during the routing, with LWT rule and 
the small standard error this proves better performance. This 
can be seen in Fig. 3. For further details, the interaction effects 
have to be analyzed more detailed.  

 

Fig. 3: Detailed comparison for the combinations of dispatching and 
sequencing rules show the superiority of STT as dispatching rule, in the given 

scenario. 
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6. Conclusion and outlook 

The flexible job shop scenario provides a facility layout with 
high flexibility and utilization. Knowing that an optimal 
solution is NP-hard to calculate, decentral dispatching 
algorithms have to be used to be able to cope with dynamic 
system behavior and provide near optimal scheduling of 
operations and material handling systems within appropriate 
calculation time. To do so, different approaches have 
considered the combination of sequencing with dispatching or 
routing. In this study a combination taking into account all 
three aspects is conducted. Considering a complex scenario 
with 6 machines each having a specific skill set and 2 
autonomous guided vehicles a simulation study considering 27 
rule combinations is conducted. The evaluation of the different 
scenarios has shown, that the combination of LWT as routing, 
STT as dispatching and FIFO as sequencing rule provides good 
results and reduces the mean flow time in system by up to 70%, 
compared to other rule combinations. Within the routing rule, 
graphical analysis show that the present rule combination is 
truly best. Further evaluation has to be conducted on the 
behavior of the system with dynamic input, for example, if the 
product mix changes.  
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