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A B S T R A C T   

Friction surfacing (FS) is a solid state coating technology for similar and dissimilar metallic materials. The 
coating of the substrate with a consumable material is enabled due to frictional heat and plastic deformation and 
is performed below the materials' melting temperature. In this work, the spatio-temporal temperature field 
during FS is investigated within the substrate via a combined experimental-numerical approach. The study 
presents a robust and efficient thermal process model accounting for the contributions of friction and plasticity as 
heat input. The geometry of the applied heat source is dependent on the deposit geometry and the evolving flash. 
Extensive spatial temperature measurements for a dissimilar aluminum alloy combination are used in order to 
identify the required input parameters and to validate the model. The process temperature profiles for varied 
process parameters, such as axial force, rotational speed and travel speed as well as substrate thickness and 
backing plate material are systematically investigated, where experimental and numerical results are in good 
agreement. Deviations are in particular associated with possible experimental scatter and unknowns regarding 
the exact position of the measurement as well as modeling assumptions in terms of the heat source geometry. 
Overall, the detailed comparisons illustrate that the developed numerical model is able to obtain the temperature 
evolution and distribution during FS deposition with acceptable accuracy for a wide range of process conditions.   

1. Introduction 

The friction surfacing (FS) process is a coating technology enabling 
the deposition of a consumable material on a substrate due to frictional 
heat and plastic deformation. Since the materials remain in solid state 
throughout the whole process, the heat input is lower compared to 
fusion-based techniques. Therefore, the heat affected zone (HAZ) is 
reduced and large distortions are prevented [1]. So, solid state joining 
processes offer an alternative to conventional techniques based on ma
terial fusion for various metallic materials [2], where dissimilar com
binations as e.g. aluminum on steel are also possible [3]. Furthermore, 
Huang et al. [4] showed that joining of aluminum and titanium is 
feasible by applying a hybrid approach of FS assisted by friction stir 
welding. The thermal loads during FS lead to microstructural changes in 
both substrate and deposited consumable material [5]. The thermo- 
mechanical input results in a fine grained microstructure of the 
coating material enabled by dynamic recrystallization [6]. The FS 
technique also allows to deposit multiple layers over or next to each 
other, suitable as approach for additive manufacturing (AM) [7–9]. In 

this regard, to make full use of the potential of FS, a detailed under
standing of the temperature evolution and distribution during FS has to 
be achieved. The complex relation of material properties, process pa
rameters and process environment with temperature and its effect on the 
resulting structure has to be solved. 

Applied axial force, rotational and travel speed are the three main 
process parameters that significantly influence the deposit geometry as 
summarized and discussed, for instance, in the review by Gandra et al. 
[10]. Since the required energy input for the process is strongly 
dependent on the materials thermal properties [11], the choice of ma
terials to be welded is fundamental for the selection of process param
eters. The process parameters determine the energy input and directly 
influence the temperature evolution [12–14], which in turn affects the 
resulting microstructure and deposit geometry. In preliminary studies, 
the authors proposed a linear relation between process temperature and 
deposit geometry [15]. However, experimental temperature measure
ments are complex and typically limited to specific positions, where a 
numerical model allows the gapless analysis of temperature data at any 
point within the structure. 
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Compared to the knowledge about FS from numerous experimental 
studies, e.g. summarized in the review by Gandra et al. [10], the amount 
of numerical investigations of the FS process seems comparably rare. 
Gandra et al. [10] discuss the varying material properties for the plas
ticized material, the unknown friction coefficient and the asymmetric 
material flow as challenges that have to be faced for the development of 
FS process models. A physical model based on the theory of contact 
melting was developed by Liu et al. [16] in order to study the deposition 
mechanism. Temperature measurements with thermocouples in the 
consumable stud showed that the temperature at the interface between 
consumable rod and substrate is just below the melting temperature. In a 
further study, Liu et al. [17] presented a model based on finite difference 
to determine the thermal field in the consumable rod during deforma
tion and plasticizing. Similarly, the evolving thermal field in the sub
strate material during plasticizing and deposition on was modeled 
subsequently by the same authors [18]. A finite element (FE) model, also 
developed by Liu and co-workers [19], showed that the consumable rod 
material at the rubbing interface plasticizes first and the highest strain 
occurs near the consumable stud's center on the bottom surface. A study 
by Vitanov and Javaid [20] presents a FE thermal model showing a good 
agreement with temperature measurements for the initial dwelling 
phase as well as during the deposition phase of the process. The vali
dated model was used to predict the temperature at the rubbing inter
face and shows the effect of machine parameter variation on the 
calculated temperature at the materials' interface. Recent studies 
[13,14,21,22] also show good agreements of numerical models for 
selected single positions of temperature measurements performed dur
ing FS, which allow a detailed analysis of heating and cooling cycle for a 
single location but missing a high resolution analysis and comparison of 
temperature distribution along the substrate. 

The focus of the present study is to develop a thermal process model 
in order to obtain the evolving temperature distribution during the 
process for different FS process configurations. Not only process pa
rameters, i.e. rotational speed, applied axial force and travel speed, but 
also variation in substrate thickness and backing material are investi
gated, which was rarely done before, however, these parameters affect 
the process temperature as well as the deposit geometry [15]. Key aspect 
of the thermal modeling approach is a model for the heat source, which 
is proposed in this study based on experimental observation, i.e. the 
dimensions of the deposit. In order to validate the numerical model, 
experimental data providing high resolution temperature measurements 
across the substrate material is used. In this regard, the proposed model 
is validated not only at single selected positions but rather over a large 
area in the substrate material, allowing to obtain the evolving temper
ature distribution for different FS process configurations. 

2. Experimental setup 

To enable the deposition by FS, a consumable stud material is posi
tioned above the substrate. A rotational speed and an axial force are 
applied on the stud which is pressed onto the substrate's surface. Friction 
and plastic deformation occur and lead to a sudden temperature increase 
at the interface. As a result, the tip of the stud deforms and starts to 
plasticize. When a relative translational movement between plasticized 
stud and substrate is superimposed, a layer of the plasticized stud ma
terial is deposited on the substrate. As a discontinuous process limited by 
the consumable stud's length, the deposition ends with stopping the 
relative translational movement between stud and substrate and the 
retraction of the remaining stud material. 

The experiments of this study were performed on a custom-designed 
friction welding system RAS (Henry Loitz Robotik, Germany). The sys
tem has a working area of 0.5 m × 1.5 m and allows to apply forces up to 
60 kN, torque up to 200 Nm and rotational speed up to 6000 rpm. During 
the experiments, the welding equipment is recording force and 
displacement in x-, y- and z-direction as well as values for rotational 
speed and torque. In the experiments, AA 5083 H112 stud material (20 

mm diameter, 125 mm length) was deposited on AA 7050 T 7451 sub
strates (300 mm length, 130 mm width, 8 mm to 20 mm thickness) with 
different settings in process parameters, i.e. axial force, rotational speed 
and travel speed. Furthermore, the test conditions were varied, i.e. 
different substrate thicknesses as well as backing plates. The material for 
the backing plates between substrate and machine table was either AA 
7050 (300 mm length, 130 mm width, 8 mm thickness or 300 mm 
length, 100 mm width, 12.5 mm thickness) or Ti64 (300 mm length, 
100 mm width, 10.2 mm thickness). An overview of the performed ex
periments is given in Table 1. The FS process parameter configuration 
No. 1 is taken as reference process in the following. The experiments 
were originally performed by Kallien et al. [15] with the focus on 
identifying a correlation between deposit geometry and maximum 
process temperature for different process configurations. 

Eight holes of 1 mm in diameter were drilled from the backside into 
the substrates ending 0.5 mm below the substrate's surface. The holes 
are evenly distributed from the center of the substrate in steps of 5 mm, 
Fig. 1, where one thermocouple (Type K) was positioned in each hole. 
The temperature was recorded at a frequency of 50 Hz. The dense dis
tribution of the measurement points allows the analysis of the temper
ature evolution during FS across the deposited layer width from 
advancing side (AS) to retreating side (RS). The FS deposition process 
was initiated 70 mm before the measurements points and stopped 70 
mm behind the measurement points resulting in 140 mm of total 
welding distance. In Fig. 1, the average maximum temperature values at 
eight positions from three experiments performed at same conditions are 
illustrated. The included errorbar, representing the difference of the 
average value to minimum and maximum temperature value for this 
position within the three experiments, is very small showing the 
robustness of the experimental setup. 

For the analysis, optical analysis and imaging of the deposited 
structures was performed with a VHX-6000 digital microscope (Key
ence, Germany) to obtain the deposit dimensions, i.e. average thickness 
and width. The values for the deposit geometry, as determined by Kal
lien et al. [15], are summarized in Table 3, including the measured stud 
feed rate. Furthermore, the cross sections of the deposits allow the 
analysis of the position of the deposited layer in relation to the substrate. 
Although, the positioning of the stud's center was always according to 
the substrate's centerline, the centerline of the resulting deposit does not 
correspond to the centerline of the substrate since the stud as well as the 
resulting deposit have a tendency to be deflected to the AS. Assuming 
that the material deposition is symmetric to AS and RS, the resulting 
centerline of the deposit can be determined as exemplarily shown in 
Fig. 1. The distance of the measurement positions to the determined 
centerline of the deposit was evaluated from the cross sections. For more 
details on the experimental setup and results, the interested reader is 
referred to Kallien et al. [15]. 

3. Numerical model 

The temperature evolution during FS is characterized by a sudden 
temperature increase when the process is initiated. The frictional heat at 
the substrate-consumable stud-interface leads to deformation and plas
ticization of the stud. Since full-field experimental temperature data is 
rather limited, e.g. due to the limited number of thermocouples that can 
be positioned within the substrate material as well as the large experi
mental effort, a thermal process model allows a detailed analysis and a 
fundamental understanding of the temperature evolution and distribu
tion within the full workpiece during the process. 

In the current study, a heat transfer model was developed using the 
FE software LS-DYNA. The substrate and backing are modeled as solid 
parts of the same dimensions as used in the experiments1 with an 

1 The holes which had to be drilled in order to perform temperature mea
surements experimentally are neglected in the model. 
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element mesh size of 1 mm in length and width direction. The mesh is 
biased in thickness direction, being very thin at the surface and coarser 
at the interface to the backing material, see Fig. 2. Substrate and backing 
material are bonded by merging the corresponding nodes. The nodes of 
the backing material's bottom surface are fixed in all degrees of freedom. 
On all surfaces of the model, heat radiation and convection are 
accounted for, assuming a surrounding temperature of 20 ◦C which 
equals the initial temperature of substrate and backing material. The 
coefficient value for convection is h = 23 W

m2K, and for emissivity ε = 0.3. 
The relevant material parameters used are shown in Table 2. 

Similar to Liu et al. [19], the focus of this study lies on the simulation 
and understanding of the heat input to the substrate. Therefore, at this 
stage of investigation, a simplified heat flux model is developed without 
regard to other complex phenomena, e.g. behavior of the consumable 
stud material and the deposition of plasticized material. In this regard, 
the deposited material is neglected for simplicity in the heat transfer 
model. In order to simulate the heat input to the substrate during FS 
material deposition, a heat flux is applied to the top surface of the 
substrate material. The heat source travels the same path at the same 
travel speed as the stud in the experiments. For simplicity, the shape of 
the heat source used in this study is assumed symmetric,2 Fig. 2. 

The source is assumed to consist of three parts. For the inner part, i.e. 
the center circle in Fig. 2, it is assumed that the consumable stud ma
terial is in direct contact with the substrate surface under the defined 
axial load. The radius rc for the inner circle, representing the real contact 
plane during the process, see Fig. 3, is calculated following the approach 
by Fukakusa [25]: 

rc =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅

d⋅w⋅vtr

π⋅vcr

√

, (1)  

where d is the deposit thickness, w the deposit width and vtr the travel 
speed. The feed rate, vcr, is the average feed rate value during the 
deposition process. The values for the deposit geometry and the feed rate 
are taken from the experimental results [15] as summarized in Table 3. 
The heat which is applied in the contact area of the stud with the sub
strate, is calculated using an approach developed for friction stir welding 
(FSW) [26], adapted for the FS process. There are three main contri
butions determining the heat input: (i) the frictional heat due to the 
rotational movement, qrot, (ii) the frictional heat due to the relative 
translational movement between substrate and consumable material, qtr, 
and (iii) the heat due to plastic deformation of the material, qpd. The heat 
input qrot is calculated as follows: 

qrot(r, T) =
2⋅π⋅f ⋅τcp(T)⋅r2

c ⋅r
Acp

, (2)  

with the shear stress acting in the contact plane τcp(T) = F
Acp

⋅μ(T) and the 
real contact plane Acp = π ⋅ rc

2. The process parameters, applied axial 

Table 1 
Overview of experimental FS process setup for temperature measurements, corresponding to Kallien et al. [15].  

Process no. Axial force [kN] Rotational speed [rpm] Travel speed [mm/s] Substrate thickness [mm] Backing material 

1 (reference)  8  1200  6  10 AA7050(8 mm) 
2  8  1500  6  10 AA7050(8 mm) 
3  8  900  6  10 AA7050(8 mm) 
4  8  1200  8  10 AA7050(8 mm) 
5  8  1200  4  10 AA7050(8 mm) 
6  10  1200  6  10 AA7050(8 mm) 
7  6  1200  6  10 AA7050(8 mm) 
8  8  1200  6  8 AA7050(12.5 mm) 
9  8  1200  6  12 AA7050(12.5 mm) 
10  8  1200  6  16 AA7050(12.5 mm) 
11  8  1200  6  20 AA7050(12.5 mm) 
12  8  1200  6  8 Ti64(10.2 mm) 
13  8  1200  6  12 Ti64(10.2 mm) 
14  8  1200  6  16 Ti64(10.2 mm) 
15  8  1200  6  20 Ti64(10.2 mm)  

20 15 10 5 0 5 10 15 20 25
distance to deposit center [mm]

te
m
p
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C
]
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determined
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Fig. 1. Average maximum process temperatures at eight measurement positions for three individual deposition processes at 8 kN applied axial force, 1200 rpm 
rotational speed and 6 mm/s travel speed. The position of the measurements by thermocouples (Tc) was corrected according to the determined centerline of the 
deposit, however, the center of the stud was located according to the centerline of the substrate when starting FS. For more details see [15]. 

2 Within this study, the centerline of the deposits were determined as done by 
Kallien et al. [15]. The resulting maximum process temperature distribution 
with this correction is shown in Fig. 1. However, there is asymmetric material 
flow around the stud [10] that can hardly be determined precisely in order to be 
considered in a numerical model. 
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force F and rotational speed f, determine the heat input. Furthermore, 
the applied heat of qrot depends on the temperature-dependent friction 
coefficient μ(T) and the distance to the flux center r. This leads to larger 
heat input in the outer regions of this area due to higher tangential 
speed. 

In general, the determination of the friction coefficient in solid state 
joining processes is very challenging [10]. In the present model an 

approach from FSW, e.g. used by Colligan and Mishra [27], is applied to 
calculate the initial friction coefficient μ0 at temperature T0 as 

μ0 =
3⋅M

2⋅F⋅rc
(3)  

dependent on the average torque M and the applied axial force F, as well 
as the radius of the real contact plane rc. Following the approach by 
Zhang et al. [28,29], the coefficient of friction is assumed to be tem
perature dependent as 

μ(T) = μ0 − K⋅(T − T0) (4)  

with ​ K =
μ0

Tmelt − T0
. (5) 

The main assumption of this approach is that the friction coefficient 
is linearly decreasing from μ0 at T0, 20 ◦C, to zero at Tmelt, i.e. 629 ◦C for 
AA 7050 [23]. The second heat input due to friction is qtr, calculated by 

tra
ve
l d
ire
cti
onsubstrate

backing

rc
rb

ra

Z

Y X

Fig. 2. Schematic of thermal model; the heat flux is applied to the surface of the substrate material.  

Table 2 
Material properties for AA 7050 [23] and Ti64 [24] used in the numerical 
model.  

Material Density Specific heat Thermal conductivity 

AA 7050 2.83 
g

cm3 0.8600 
J

gK 
157 

W
mK 

Ti 64 4.43 
g

cm3 0.5263 
J

gK 
6.7 

W
mK  

substrate

stud

flash

deposit
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deposit
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Fig. 3. Schematic of plasticized stud with flash, deposit and substrate during FS process and applied heat distribution.  
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qtr(T) =
π⋅vtr⋅r2

c ⋅τcp(T)
Acp

. (6) 

The third heat input due to plastic deformation of material, qpd, is 
defined as 

qpd(T) =
4⋅π⋅f ⋅τpd(T)⋅d⋅r2

a

Apd
(7)  

with the shear stress τpd(T) = F
Apd

⋅μ(T), acting over the full radial area of 
the formed flash Apd = π ⋅ ra

2. 
As illustrated in Figs. 2 and 3, in this work the heat source can be 

subdivided into three regions. Within the inner region, representing the 
assumed real contact plane, all three heat contributions are acting, i.e. 

qrc (r,T) = qrot(r, T)+ qtr(T)+ qpd(T) (8)  

where the heat input increases with increasing radius to the stud center. 
The maximum heat input is reached at r = rc, i.e. 

qmax(T) = qrot(rc, T)+ qtr(T)+ qpd(T). (9) 

As experimentally observed, the calculated real contact area is 
significantly smaller than the actual area of the stud and the resulting 
deposit, i.e. determined by the deposit width. In this region, the stud 
material is no longer assumed to be in real contact during the process, i. 
e. no further frictional heat is created, however, the material is still fully 

deposited and in actual contact, i.e. a steady-state temperature within 
the deposited material is reached. Therefore, in this work, it is proposed 
that the required heat input to reach this temperature represents the 
heat input at rc, qmax, which acts within the actual deposit area, i.e. rb, 
represented by half of the deposit width, see Table 3. Therefore, the heat 
input between rc and rb, see Fig. 3, is assumed as 

qrb(T) = qmax(T). (10) 

Since in this model the material is not explicitly deposited, any 
temperature influence by the deposited material is assumed to be 
accounted for by the modeled heat source. 

As it was noted by discrepancies between experimental measure
ments and numerical predictions for points relatively far from the 
deposition center, a further heat input outside the actual contact area is 
needed to accurately predict the temperature. Therefore, it is proposed 
that underneath the deformed stud material, represented by 2ra in Fig. 3, 
a reduced constant heat input is acting. This reduced heat input is 
assumed to be a result of effects such as radiation as well as convection, 
since the gap between flash and substrate might be relatively small. The 
heat input in the area between rb and ra was assumed as 

qra = α⋅qmax(T). (11) 

To illustrate the effect of the respective fitting constant α, the con
stant was varied from 0 to 15% of qmax and the results are presented for 
two points with different distance to the heat source center in Fig. 4. As 

Table 3 
Overview of deposit geometry and average feed rate determined in the different processes, used to calculated rc. The radius rb is assumed to represent half of the deposit 
width. These values are used to determine the contributions in the heat source in the numerical model.  

Process no. Deposit thickness [mm] Deposit width [mm] Average feed rate [mm/s] rc [mm] 

1 (reference)  1.75  18.30  1.83  5.78 
2  1.40  16.86  1.83  4.96 
3  2.33  19.26  1.86  6.79 
4  1.69  17.77  2.18  5.92 
5  2.15  19.06  1.93  5.20 
6  1.64  19.10  2.44  4.94 
7  1.99  17.12  1.43  6.75 
8  1.92  18.16  1.93  5.87 
9  2.19  17.89  1.99  6.14 
10  2.24  18.15  2.03  6.18 
11  2.30  17.72  2.16  6.01 
12  1.51  19.01  1.77  5.57 
13  1.99  18.60  2.01  5.93 
14  2.02  18.27  2.07  5.84 
15  2.20  18.06  2.01  6.14  

(a) (b)

node 5 mm

from flux

center

node 15 mm

from flux center

Expe rim e n t Expe rim e n t

Fig. 4. Temperature curves for exemplary nodes 5 mm and 15 mm away from heat flux center (a), matching the measurement positions of Tc 8 and Tc 4 of the 
corresponding experiment (process No. 1), and maximum process temperatures along substrate's width (b) of numerical model for varied heat input in the area of ra 
and the corresponding experimental data. 
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illustrated, the constant mainly effects the heat evolution far away from 
the center. As seen from these results, α = 0.05 leads to the best fit to the 
experimental measurements for reference process, Table 1. This value 
for the fitting constant α is employed in all subsequent simulation 
results. 

4. Results and discussion 

4.1. Model behavior 

In order to investigate and understand the model behavior with re
gard to changes of the heat source geometry, the different areas are 
varied independent of each other in the following. The main tempera
ture influencing parameter of the heat source geometry is the corrected 
radius rc of the assumed real contact area. The influence of variation of 1 
mm in rc, which equals a difference of approximately 17% to the 
reference process, is shown in Fig. 5(a) and (b). The effect of a rc vari
ation on the maximum process temperature distribution is limited to the 
center region. A decrease in rc leads to increased temperature values in 
the center area because the heat input per area is increased. 

Fig. 5(c) and (d) shows that a variation in rb also has a significant 
influence on the general heating behavior and the distribution of 
maximum temperature. Increasing rb leads to overall increased 
maximum temperature values and a wider temperature curve since the 
heat input within the circle ring between rc and rb is constant per area, 
but acts over a larger area. In this regard, the maximum process tem
perature distribution shows a strong gradient in the area between rc and 
rb. 

Variations in ra, Fig. 5(e) and (f), do not have significant impact since 
the heat in this area is comparably low. Only a slight change in the 
cooling behavior can be observed, leading to minimal changes of the 
maximum temperature distribution at the outer area of the heat source. 
The influence of the specific heat input value within this outer region is 
illustrated in Fig. 4. Since the effect of the variation in the geometry of ra 
is not significant and limited to the outer region, in the following the 
value was assumed constant to ra = 20 mm, which is approximately the 
radius of the evolving flash. However, for other FS process configura
tions, which lead to significantly varying flash evolution, ra might have 
to be adapted accordingly. 

4.2. Comparison of numerical model and experimental data 

In order to compare experimental and numerical results, the tem
perature curves and maximum temperature values are analyzed in the 
following. The experimental data, taken from the corrected measure
ment points, see Fig. 1, is compared to nodal data from the model, ob
tained at similar positions to those in the experiments.3 Fig. 6 shows the 
temperature curves at different positions along the substrate's width for 
the reference process. In order to evaluate the sensitivity of the tem
perature to the exact measuring position, the heating rates for positions 
±1 mm and ±2 mm in the model in relation to the reference nodal 
position are shown. The reference nodal position refers to the closest 
node corresponding to the measuring position in the experiment. The 
distance away from the heat flux center within the area of rb is most 
critical for variations in the position matching thermocouples 3 and 7. 
For most deposits, these measurement positions are right next to the 
layer edges, see exemplary Fig. 1. For this position, 1 mm difference 
leads to a significant change in process temperature due to significantly 
different heat input, see Fig. 3. The other investigated positions are far 
less affected, even by a variation of ±2 mm. Especially, the center node, 
matching the position of thermocouple 5 in the corresponding 

experiment, is very robust regarding the exact evaluation position. In the 
following analysis, the process temperature evolution for the position in 
the thermal model according to the experimental measurement position, 
including an uncertainty window of ±1 mm, are shown in order to allow 
a valid comparison between experiment and simulation. 

4.2.1. Influence of process parameter variation 
Experimental measurements as well as the calculated temperature 

evolution for varied process parameters are shown in Figs. 7 to 9. The 
process parameters rotational speed and axial force are mainly deter
mining the energy input whereas the travel speed defines the duration of 
the heat input. For the thermal model, the energy input in the outer area 
is assumed to be only 5% of the maximum generated heat. Therefore, the 
effect of any change in process parameters on the heat applied in this 
area is small compared to the other areas of the heat flux resulting in 
temperature values that are more or less independent from the changes 
in process parameters investigated. A change in process parameters is 
found to be crucial for the temperature values especially at the center 
positions of the deposit. 

The results for varied travel speed are shown in Fig. 7. Numerical 
model and experimental data are in reasonable agreement. For high 
travel speed of 8 mm/s, a very fast heating can be observed by experi
mental and numerical results. For a low travel speed of 4 mm/s, a far 
slower heating and cooling can be observed, resulting in wider tem
perature curves and reaching higher maximum temperatures in the 
substrate material. With the calculated rc values, which show a differ
ence of 2% for 8 mm/s and 10% for 4 mm/s in comparison to the 
reference process, the heat source geometries and applied heat input are 
more similar for these two processes compared to the process parameter 
variations of applied axial force and rotational speed, which are dis
cussed in the following. 

In terms of rotational speed, higher temperature values are reached 
during the process in the center of the weld for higher rotational speed, 
Fig. 8. A variation of rotational speed influences the heat input directly 
and scales with the radius. The numerical results are overall in good 
agreement with the experiments. For the investigated rotational speeds, 
the resulting deposits showed very different dimensions leading to rc 
values of 14% and 17% difference with regard to the reference process, 
respectively. Since the designed heat transfer model with the assumed 
real contact area, i.e. the calculated rc, and its relation to the heat dis
tribution during FS gives reasonable temperature distribution at eight 
positions in the substrate, it can be stated that the designed model is able 
to obtain the process temperature during FS. 

An increase in axial force, e.g. from 6 kN to 10 kN, Fig. 9, leads to 
significantly higher temperatures at all measurements positions, 
resulting in relatively large changes of the deposit geometry, see Table 3. 
Consequently, the heat input and dimensions of the heat source in the 
processes at different axial forces are significantly different in the pro
cess model. The assumed real contact area is 15% lower for 10 kN and 
17% larger for 6 kN compared to the reference process. The comparison 
of experimental and numerical results shows that for the 6 kN process, 
the model underestimates the temperature, whereas the temperature is 
overestimated for the 10 kN process. However, to reveal this effect 
further, the experiment of process No. 6, i.e. 10 kN, 1200 rpm and 6 
mm/s, was repeated, revealing slightly different deposit dimensions4 

which were both considered in the process simulation. The results from 
both simulations are compared to the initially obtained experimental 
temperature curves for this process configuration, which is shown in 
Fig. 10. The comparison reveals that the slightly different values for rc 
and rb have already a considerable effect on the temperature curve 
determined by the thermal process model, where the slight changes lead 
to a remarkable better agreement with the experiment. The effect of 

3 The exact positions cannot be compared due to imprecise position of the 
deposit with regard to the thermocouples and the meshing in the finite element 
model. 

4 The repetition of process No. 6 revealed a deposit thickness of 1.80 mm, 
deposit width of 18.30 mm and average feed rate of 2.27 mm/s. 
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changing axial force or rotational speed is most pronounced within the 
area of deposited material, i.e. within rb. In contrast, hardly any changes 
in temperature evolution or maximum temperature value could be 
observed for the positions further away from the heat source center. 

For the investigation of process parameters, the observed trends with 
regard to maximum temperature are in agreement with the literature, e. 
g. [13,14]. Overall, the model is able to achieve a good agreement for 
the process parameter variation, in particular taking experimental 
scatter and possible uncertainties, e.g. in terms of the exact positioning, 
into account. The process parameters determine applied heat, heat 
source geometry and duration of heat input during FS process. Apart 
from a few exceptions, which might be related to measurement 

uncertainties, the thermal model is able to obtain the temperature 
evolution along the substrate's width for all process parameter variations 
in acceptable accordance to the experiments. 

4.2.2. Influence of substrate thickness and backing material variation 
The variation of substrate thickness was performed using AA 7050 

backing plate, Fig. 11, as well as using a Ti64 backing plate, Fig. 12, 
keeping the process parameters constant at 8 kN applied axial force, 
1200 rpm rotational speed and 6 mm/s travel speed, see Table 1. The 
different conduction conditions led to different deposit geometries, 
resulting in different values of rb and rc, see Table 3, and affecting the 
heat source dimensions. The rc value, i.e. the dimension of the assumed 

(a) (b)

(c) (d)

(e) (f)

node 5 mm

from flux

center

node 15 mm from

flux center

node 15 mm from

flux center

node 5 mm

from flux

center

node 5 mm

from flux

center

node 15 mm from

flux center

Fig. 5. Temperature curve for exemplary nodes 5 mm and 15 mm away from heat flux center (left) and maximum process temperatures along substrate's width 
(right) of numerical model for varied heat source geometries rc (a)–(b), rb (c)–(d) and ra (e)–(f) using the remaining parameters of the reference process. 
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Fig. 6. Experimentally (Exp.) and numerically (Sim.) determined temperature evolution for process No. 1 (8 kN, 1200 rpm, 6 mm/s, 10 mm substrate, AA7050 
backing plate). The solid lines show the process temperature at the nodes according to the corrected positions from the associated experiment; temperature evolution 
for the nodes ±1 mm (densely dashed/dotted lines) and ±2 mm (loosely dashed/dotted lines) show the difference of the model to account for uncertainties in the 
exact position of the thermocouple in the experiment as well as FE meshing. 

Fig. 7. Comparison of temperature curves of experiments (Exp.) detected by eight thermocouples and thermal model (Sim.) for variation of travel speed keeping all 
other parameters constant at 8 kN, 1200 rpm with 10 mm substrate and AA7050 backing, i.e. process No. 4 and 5. 

Fig. 8. Comparison of temperature curves of experiments (Exp.) detected by eight thermocouples and thermal model (Sim.) for variation of rotational speed keeping 
all other parameters constant at 8 kN, 6 mm/s with 10 mm substrate and AA7050 backing, i.e. process No. 2 and 3. 
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real contact area, is between 5.43 mm and 6.18 mm for the variation in 
backing material and substrate thickness. The maximum difference to 
the reference process in terms of assumed real contact area of rc is 7%, 
which is less compared to the previous process parameter variations. For 
most positions, the model determines a temperature evolution in good 
agreement to the experiments. 

The thicker the substrate, the lower the maximum process temper
ature that was recorded during the deposition process. More heat can 
dissipate to thick substrates, whereas for very thin substrates, a heat 
build-up might occur. The use of a Ti64 backing plate leads to higher 
process temperatures compared to the AA 7050 backing plate, since the 
thermal conductivity of titanium is much lower. This effect is most 
pronounced for the substrates of 8 mm thickness. From the cross sections 
of the numerical model, Fig. 13, the effect of the backing material can be 
observed in detail along the substrate's thickness and length. Due to the 
lower thermal conductivity of the Ti64 backing material, there is a heat 
build-up in the substrate leading to higher process temperatures. Espe
cially for the 8 mm substrate, the thermal model shows a faster cooling 

than the experiments. For thicker substrates of 12 mm, this effect is also 
observable but less severe. Obviously this difference between experi
ment and simulation is most distinctive for thin substrates and a Ti 
backing material. Possible deviations in the current simulations might 
be related to two reasons: First, the contact of substrate to backing is 
assumed ideal which is not the case during the experiments. Second, the 
built layer on the substrate surface is neglected. The deposition of warm 
plasticized material might have an effect on cooling behavior especially 
for thin substrates. 

Overall, the developed thermal model shows very good agreement 
with experimental data for varied process parameters as well as sub
strate thickness and backing materials. The thermal model presents the 
heat distribution during FS, which can be very well obtained via the 
assumed contact area based on the deposit geometry. Sporadic de
viations between simulation and experiment at specific measurement 
positions might be related e.g. to the uncertain positioning of the stud 
during deposition or deviations in the measurements. The results from 
the thermal model showed that the variation in process parameter, 

Fig. 9. Comparison of temperature curves of experiments (Exp.) detected by eight thermocouples and thermal model (Sim.) for variation of axial force keeping all 
other parameters constant at 1200 rpm, 6 mm/s with 10 mm substrate and AA7050 backing, i.e. process No. 6 and 7. 

Fig. 10. Comparison of temperature curves of experiment (Exp.) detected by eight thermocouples and thermal model (Sim.) for 10 kN axial force, 1200 rpm 
rotational speed, 6 mm/s travel speed with 10 mm substrate and AA7050 backing, i.e. process No. 6, where the simulations are performed with different heat source 
dimension of rc and rb, according to measurements of two individual experiments. 
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Fig. 11. Comparison of temperature curves of experiments (Exp.) detected by eight thermocouples and thermal model (Sim.) for variation of substrate thickness 
keeping all other parameters constant at 8 kN, 1200 rpm, 6 mm/s with 8 mm to 20 mm substrate thickness and AA7050 backing, i.e. process No. 8 to 11. 

Fig. 12. Comparison of temperature curves of experiments (Exp.) detected by eight thermocouples and thermal model (Sim.) for variation of substrate thickness 
keeping all other parameters constant at 8 kN, 1200 rpm, 6 mm/s with 8 mm to 20 mm substrate thickness and Ti64 backing, i.e. process No. 12 to 15. 

AA 7050 backing, 8 mm substrate Ti 64 backing, 8 mm substrate

AA 7050 backing, 20 mm substrate Ti 64 backing, 20 mm substrate

travel direction

20

58

96

134

172

210

248

286

324

362

400

Temperature [°C]10mmZ
X

Fig. 13. Temperature distribution along substrate length and thickness at time t = 15 s; cross section at half of substrate's width for substrate thickness of 8 mm and 
20 mm with Ti64 (10.2 mm) and AA7050 (12.5 mm) backing plate. 
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substrate thickness and backing material lead to different assumed real 
contact areas during the deposition process which is one main influ
encing factor when numerically obtaining the temperature evolution 
and distribution. Experimental studies showed that deposit geometry is 
in direct relation with process temperature and not solely defined by 
choice of process parameters [15], which is highlighted by the finding 
that external cooling also has an effect on deposit geometry [30]. The 
findings from the developed heat transfer model underline the relation 
of the temperature distribution at the deposit-substrate-interface and the 
deposit geometry. 

5. Conclusion 

In the presented experimental-numerical study, a thermal process 
model was developed to obtain the temperature evolution and distri
bution within the substrate material during FS deposition. The heat 
input to the substrate is determined by the process parameters, where 
the heat source shape was developed based on the geometry of the 
resulting deposit and the evolving flash. It is shown that the assumed 
contact area that evolves during the deposition process between 
consumable and substrate material is one key factor for the heat distri
bution and the resulting process temperature. Overall, the developed 
numerical model is robust for the FS deposition process and allows a 
detailed analysis of the temperature evolution and distribution for 
various FS process configurations, i.e. variation in process parameters as 
well as substrate thickness and backing material. Higher FS process 
temperatures are obtained for increase in axial force or rotational speed 
as well as for decreased travel speed. Higher process temperatures are 
also present when the substrate thickness is reduced or a backing plate 
material of lower thermal conductivity is used. Finally, the designed 
heat transfer model highlighted the relation of deposit geometry and 
temperature evolution and distribution in the substrate material during 
FS. 
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