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Abstract 

Solid-state joining techniques have become increasingly attractive for joining similar and dissimilar materials because it enables further 
optimization of lightweight components. In contrast to fusion-based joining processes, solid-state joining prevents the occurrence of typical 
defects such as pores or hot cracking. Machine learning algorithms are powerful tools to identify and quantify relationships between essential 
features along the process-property chain. In particular, different supervised machine learning algorithms can be used to perform regression 
analyses and establish correlations between process parameters as well as resulting properties. This can help to circumvent the demand for 
conducting a vast number of additional experiments to determine optimized process parameters for desired material properties. Additionally, this 
knowledge can be utilized to obtain a deeper understanding of the underlying mechanisms. In this study, a number of regression algorithms, such 
as support vector machines, decision trees, random forest and 2nd-order polynomial regression have been applied to correlate process parameters 
and materials properties for the solid-state joining process of force-controlled friction riveting. Experimental data generated via a central-
composite Design of Experiments, serves as source of two separate data sets: one for training and one for testing the machine learning algorithms. 
The performances of the different algorithms are evaluated based on the determination coefficient 𝑅𝑅2 and the standard deviation of the predictions 
on the test data set. The trained algorithms with the best performance measures can be used as predictive models to forecast specific influences 
of process parameters on mechanical properties. Through the application of these models, optimized process parameters can be determined that 
lead to desired properties. 
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1. Introduction 

Continuous scientific, economical and societal demands 
towards the reduction of costs, fossil-fuel consumption and 
emission of greenhouse gases, enforce the need to improve 
lightweight structures for transportation industries and achieve 
weight-savings. 

For joining dissimilar materials, recently developed joining 
processes, such as friction riveting [1], can contribute to weight-
savings as well as economic and ecological use, when 
compared to conventional joining techniques, such as 
mechanical fastening and adhesive bonding, due to their 

respective disadvantages. For the latter, extensive surface 
treatments and long curing times are obligatory and they are 
sensitive to moisture and temperature. For the former, 
numerous parts are required, typically leading to a weight 
penalty. Additionally, these parts need to be prepared and, when 
assembled, can create locally concentrated stresses, which 
reduce fatigue performance and corrosion resistance. 

Friction riveting (FricRiveting) is patented by the 
Helmholtz-Centre Geesthacht (HZG) [2] and was initially 
developed for joints of AA2024 rivets and polyetherimide (PEI) 
work pieces [3]. Various aspects of the process have been 
investigated since. Validation and characterization was 
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performed for multiple thermoplastic polymers and composites, 
using steel, aluminum and titanium rivets relevant for industrial 
applications. The main aspects studied were feasibility (joint 
formation), microstructural changes, process temperature 
development and local/global mechanical performance [4]. 
Moreover, the influence of process parameters on the prior 
mentioned characteristics were studied via statistical analysis, 
i.e. Design of Experiments (DoE), where the process was 
optimized mostly in terms of mechanical performance for the 
investigated material combinations. The experience gained, 
together with the development of new joining equipment, led to 
versatile process variants for FricRiveting, depending on 
desired joint configurations (point-on-plate joints, multi-
material overlaps, etc.). The process can be controlled by time, 
force and position [1,5]. 

Pina Cipriano et al. [1,6] investigated the modified force-
controlled FricRiveting joining process to identify relationships 
between process parameters, mechanical energies, geometrical 
joint formation and mechanical properties. A central-composite 
DoE and the response surface methodology were used to 
establish an analytical model for predicting joint formation 
geometries and ultimate tensile forces (UTF), respectively. An 
interpretation was discussed on how the different process 
parameters and their resulting mechanical energies imposed on 
the material, influence the joint formation and mechanical 
performance. The friction force and friction time were 
identified as the FricRiveting parameters to linearly correlate 
with the UTF by 32% and 21%, respectively. Through their 
linear regression model, the ultimate tensile strength was 
predicted with a determination coefficient R2 of 77.9% and a 
standard deviation of 1065 N. 

Machine learning (ML) can be used as a powerful alternative 
to building prediction models with better performance 
measures than analytical models, which can lead to further 
understanding of underlying physical mechanisms. The 
application of ML and data mining (DM) approaches in 
materials mechanics has been recently reviewed in [7], where 
numerous examples are shown how to identify and utilize 
relationships along the process-structure-property-performance 
chain. One example is the prediction of the geometry of 
additively manufactured layers deposited via gas metal arc 
welding based on the given process parameters (wire feed rate, 
welding speed, arc voltage and nozzle-to-plate distance) [8]. A 
simple 3-layered feed forward neural network was used to 
predict the two outputs – height and width of weld bead layers. 
Another example is provided by Reimann et al. [9], who used 
random forests and support vector machines for direct and 
inverse identification of relationships between 
micromechanical simulations and macroscopic material 
behavior. And for microstructure prediction, in dependence on 
process parameters of additive manufactured parts, Popova et 
al. [10] pursued a data-driven approach to perform tasks such 
as data preparation, microstructure quantification, 
dimensionality reduction as well as identification and 
validation of the parameter-microstructure-relationships via 
different ML-algorithms. However, in their comparison of 
prediction performances of decision trees, random forests, 
support vector machines and linear regression, the latter 
outperformed the former ones, overall. 

ML is a new programming paradigm in comparison to 
classical programming. For classical programming, rules on 
how input data should be processed to obtain desired answers 
are explicitly defined through human input. The ML-algorithm 
is trained with the answers of the input data and creates the 
corresponding rules. When these rules are applied to new data, 
the produced answers can be new and original [11]. The DM 
process consists of six interrelated steps, according to the cross-
industry standard [12]: (i) problem understanding, (ii) data 
understanding, (iii) data preparation, (iv) data modelling, (v) 
data evaluation and (vi) deployment of the trained algorithm. 
ML is typically employed in steps (iv) and (v). Thus, ML and 
DM are key enablers to accelerate the development of novel 
materials and their processes. 

In this study, ML-algorithms are used to build an accurate 
predictive model to foresee the UTF of force-controlled 
FricRiveting AA2024-polyetherimide joints. To further 
improve the joining process, the aim was to build a prediction 
model of higher accuracy than the commonly used analytical 
model based on linear regression [6,8]. For this reason, we 
compare prediction models that are based on 1st- and 2nd-order 
linear regression, decision tree regression, random forest 
regression and support vector regression with each other, in 
order to evaluate and select the most accurate one for the current 
case study. For the prediction of the UTF, two different sets of 
input features are used. First, only the process parameters and 
second, process parameters as well as their corresponding 
mechanical energies introduced into the material during the 
process, are considered for training and testing of the predictive 
models. 

2. FricRiveting 

FricRiveting is a mechanical fastening technology for 
joining polymer-metal components, based on the principles of 
mechanical interlocking and friction welding, see Fig. 1. In the 
basic metallic-insert process configuration, a plain cylindrical 
metallic rivet is inserted into a thermoplastic plate under applied 
rotational speed (RS) and friction force (FF). With rivet 
insertion and consequent heat accumulation through friction, 
the polymer melts or softens around the rotating rivet’s 
insertion path and is partially expelled as flash. The heat further 
concentrates around the rivet, due to the lower heat conductivity 
of the polymer. This leads to the subsequent plasticizing of the 
tip of the rivet. The rotation is stopped and the axial forging 
force (FoF) is applied, with the plasticized rivet tip being thus 
deformed and anchored under constant pressure within the 
polymer. The process time is divided into the two characteristic 
phases: friction time (FT) and forging time (FoT) [4]. The 
process variant studied in this work is the force-controlled 
FricRiveting limited by time, whereby the rivet insertion is a 
process procedure, as detailed by Cipriano et al. [1]. 

FricRiveting is overcoming some of the limitations of 
conventional joining techniques. It does not require any surface 
pre-treatment or post-processing. It is a single-step and single-
sided joining process, leading to reduced joining cycles and 
inherent cost optimization (no hole-drilling, single-side 
accessibility, etc.), fast process speeds (process times between 
1-10 seconds, depending on material combination and joint 
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configuration) and joints with high mechanical performance 
[4]. 

Major characteristics of the process are: 

 Metallic rivet rotates and under axial force, leading to 
frictional heat between rivet and polymeric plate. 

 Tip of the rivet is plasticized and deformed, enabling 
mechanical anchoring. 

 Metal is processed below melting temperature; 
 Polymer is processed above glass transition 

temperature/melting temperature. 
 Bonding is achieved via mechanical anchoring and adhesion 

forces. 

 

Fig. 1: Process phases of FricRiveting: a) starting position, b) polymer 
softening, c) rivet plastification, d) forging phase. Figure reprinted from [1], 
under the terms of the Creative Commons Attribution 3.0 license. 
http://creativecommons.org/licenses/by/3.0  Arrangement was narrowed and 
colors were slightly adapted. 

The aim of using machine learning is to enable prediction of 
the UTF with higher accuracy and reduced experimental effort 
than based on DoE. Furthermore, the use of machine learning 
can eventually capitalize on previous existing experimental 
data, while DoE results are usually valid only for the 
investigated process parameter range and material combination. 

3. Machine Learning Regression 

Machine learning tasks can be divided into supervised, semi-
supervised, unsupervised and reinforcement learning. For 
supervised learning, which is used in this study, the outcome is 
known and can be predicted either as a label via classification 
or as a value via regression analysis [13]. 

In this section, ML-algorithms utilized in this study are 
briefly explained. To perform regression analysis for the 
prediction of the UTF, 1st-order and 2nd-order linear regression 
(as simple benchmark examples), decision tree regression 
(DTR), random forest regression (RFR) and support vector 
regression (SVR) are utilized. 

3.1. 1st and 2nd-order linear regression 

In linear regression, relationships between independent input 
and dependent output variables are estimated by adjusting its 
parameters (or weights), which remain linear. The method is 
not directly associated as a machine leaning algorithm, but as 
weights are “learnt”, it represents a simplified machine learning 
technique. In particular, the independent input variables are 
mapped to the dependent output variables by adjusting the 
weights with respect to minimizing the residual sum of squares 

∑ 𝜀𝜀𝑖𝑖2𝑁𝑁
𝑖𝑖=1  between true outputs and predicted outputs 

approximated by a linear function. The dependent output 
variable 𝑦𝑦(�⃗�𝑥) can be simply predicted by: 

𝑦𝑦(�⃗�𝑥) = �⃗⃗⃗�𝑤𝑇𝑇𝛷𝛷(�⃗�𝑥) + 𝜀𝜀                 (1) 

with �⃗⃗⃗�𝑤  as the weight vector, 𝜀𝜀  as the error, 𝛷𝛷(�⃗�𝑥) =
[1, 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛]  as the 1st-order basis function and 𝑛𝑛  as the 
number of samples. Similar to 1st-order regression, for d-order 
regression, weights are adjusted based on the least-squares-
error but with a basis function expansion by using a higher order 
polynomial such as 𝛷𝛷(�⃗⃗⃗�𝒙) = [1, 𝑥𝑥1, 𝑥𝑥12, … , 𝑥𝑥𝑛𝑛𝑑𝑑] , where the 
weights remain linear. 

3.2. Decision tree regression 

Decision trees contain simple decision rules defining as few 
as possible if/else questions for given inputs to arrive at the right 
output answer. These rules are organized in a hierarchical chain 
of nodes, where, for regression, values are distinguished based 
on being above or below a threshold [14], as shown in Fig. 2. 
DTR is built via two main steps:  

 The available output answers/values in the predictor space 
for the given input values (𝑋𝑋1, 𝑋𝑋2, … , 𝑋𝑋𝑝𝑝), are divided into 
distinct 𝐽𝐽  number of regions (𝑅𝑅1, 𝑅𝑅2, … , 𝑅𝑅𝐽𝐽 ) that do not 
overlap. The aim is to define regions 𝑅𝑅1, … , 𝑅𝑅𝐽𝐽 to minimize 
the residual sum of squares as follows: 

 min(∑ ∑ (𝑦𝑦𝑖𝑖 − �̂�𝑦𝑅𝑅𝑗𝑗)
2

𝑖𝑖∈𝑅𝑅𝑗𝑗
𝐽𝐽
𝑗𝑗=1 )          (2) 

where 𝑦𝑦𝑖𝑖  denotes to the 𝑖𝑖-th output of the input that is used 
for prediction and �̂�𝑦𝑅𝑅𝑗𝑗  to the mean output of the training set 
outputs for the -th region. Since consideration of every 
possible partition of the feature space into 𝐽𝐽  regions is 
infeasible to compute, top-down recursive binary splitting is 
performed, where the predictor 𝑋𝑋𝑗𝑗  and a cutpoint 𝑠𝑠 are 
selected to split the predictor space into regions {𝑋𝑋|𝑋𝑋𝑗𝑗 < 𝑠𝑠} 
and {𝑋𝑋|𝑋𝑋𝑗𝑗 ≥ 𝑠𝑠}which constitute the decision rules in order 
to minimize the residual sum of squares [15]. 
 

 Consequently, the same prediction �̂�𝑦𝑅𝑅𝑗𝑗  is made for any input 
value that is assigned to the same region 𝑅𝑅𝑗𝑗, which is the 
mean of output values of the training set that fell into that 
region [15]. 

 

Fig. 2: Schematic of a decision tree, predicting output values for given inputs 
based on simple decision rules. 
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3.3. Random forest regression 

An RFR is an ensemble method that consists of numerous 
decision trees whose individual prediction values are averaged 
to yield the random forest prediction value, as shown in Fig. 3. 
In particular, each tree node is split based on randomly selected 
features that are governed by an independently sampled random 
vector with identical distribution for all trees. The number of 
trees in a forest is increased until their average converges into a 
set range [16]. 

 

Fig. 3: Illustration of a random forest consisting of several decision trees 
whose predictions are averaged to the final random forest prediction. 

3.4. Support vector regression 

SVR is similar to support vector classification (SVC), with 
a few modifications [17]. For both, a non-linear mapping of 
input feature vectors into a higher-dimensional feature space is 
performed via the “kernel trick”. Through this transformation 
into a higher dimensional space, a linear function can be defined 
that describes all data points, which would be unfeasible in the 
lower dimensional space. A simplified illustration of the kernel 
trick is shown in Fig. 4.  The major difference of SVR compared 
to SVC is the output of a real value, as opposed to a 
classification label in SVC. The aim of SVR is to find a function 
that fits the target data with a minimal distance to the margins, 
denoted as 𝜖𝜖. 𝜉𝜉1, 𝜉𝜉2 and 𝜉𝜉3are the support vectors. 

Based on the work of Abu-Mostafa [18], a constraint 
minimization problem is solved, through the following term: 

min
�⃗⃗⃗�𝑤,𝑏𝑏,𝜉𝜉

(12 �⃗⃗⃗�𝑤
𝑇𝑇�⃗⃗⃗�𝑤 + 𝐶𝐶 ∑ 𝜉𝜉𝑖𝑖𝑁𝑁

𝑖𝑖=1 ) (3)

with weight vector �⃗⃗⃗�𝑤  bias constant 𝑏𝑏 margin violation 𝜉𝜉
number of samples 𝑁𝑁  for given inputs 𝑦𝑦𝑖𝑖 and corresponding 
outputs 𝑥𝑥𝑖𝑖 under the restriction of 𝜉𝜉𝑖𝑖 ≥ 0 and 1 ≤ 𝑖𝑖 ≤ 𝑁𝑁

the constraint 𝑦𝑦𝑖𝑖(�⃗⃗⃗�𝑤𝑇𝑇𝑥𝑥𝑖𝑖 + 𝑏𝑏) ≥ 1 − 𝜉𝜉𝑖𝑖. Through 
adjustment of , the margin can be either soft 
or hard. When mapping the problem from the primal space to 
the dual space, the weight vector reads: 

𝑤𝑤 = ∑ 𝛼𝛼𝑖𝑖𝑁𝑁
𝑖𝑖=1 𝑦𝑦𝑖𝑖𝑥𝑥𝑖𝑖 (4) 

and the problem can be expressed as a maximization problem 
of 𝛼𝛼:

𝛼𝛼 = max (∑ 𝛼𝛼𝑖𝑖𝑁𝑁
𝑖𝑖=1 − 1

2∑ ∑ 𝛼𝛼𝑖𝑖𝛼𝛼𝑗𝑗𝑦𝑦𝑖𝑖𝑦𝑦𝑗𝑗�⃗�𝑥𝑖𝑖𝑇𝑇�⃗�𝑥𝑗𝑗𝑁𝑁
𝑗𝑗=1

𝑁𝑁
𝑖𝑖=1 )    (5) 

with respect to the constraints 0 ≤ 𝛼𝛼𝑖𝑖 ≤ 𝐶𝐶 and ∑ 𝛼𝛼𝑖𝑖𝑁𝑁
𝑖𝑖=1 𝑦𝑦𝑖𝑖 = 0. 

Based on this formulation, the space can be changed via 
substituting �⃗�𝑥𝑖𝑖𝑇𝑇�⃗�𝑥𝑗𝑗with 𝑧𝑧𝑖𝑖𝑇𝑇𝑧𝑧𝑗𝑗and generalizing this inner product 
with a kernel function, which is known as the “kernel-trick”: 

𝑧𝑧𝑖𝑖𝑇𝑇𝑧𝑧𝑗𝑗 = 𝐾𝐾(𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗) = 𝛷𝛷(𝑥𝑥𝑖𝑖) ∙ 𝛷𝛷(𝑥𝑥𝑗𝑗)          (6) 

with 𝛷𝛷:𝑋𝑋 → 𝑍𝑍 . The particular kernel function can be 
individually defined. Popular kernel functions are the radial 
basis function 𝐾𝐾(𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗) = exp(−𝛾𝛾‖𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗‖

2)  and the sigmoid 
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respective kernel parameters. Ultimately, a prediction 
hypothesis is formulated via the following approximation 
function: 
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Overall, SVR is valuable because of flexible representation 
of complex functions of non-linear problems, some resistance 
to overfitting, as well as robust generalization ability due to the 
margin separator and the constraint optimization being 
performed in a convex space with no local minima. 
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3.3. Random forest regression 

An RFR is an ensemble method that consists of numerous 
decision trees whose individual prediction values are averaged 
to yield the random forest prediction value, as shown in Fig. 3. 
In particular, each tree node is split based on randomly selected 
features that are governed by an independently sampled random 
vector with identical distribution for all trees. The number of 
trees in a forest is increased until their average converges into a 
set range [16]. 

 

Fig. 3: Illustration of a random forest consisting of several decision trees 
whose predictions are averaged to the final random forest prediction. 

3.4. Support vector regression 

SVR is similar to support vector classification (SVC), with 
a few modifications [17]. For both, a non-linear mapping of 
input feature vectors into a higher-dimensional feature space is 
performed via the “kernel trick”. Through this transformation 
into a higher dimensional space, a linear function can be defined 
that describes all data points, which would be unfeasible in the 
lower dimensional space. A simplified illustration of the kernel 
trick is shown in Fig. 4.  The major difference of SVR compared 
to SVC is the output of a real value, as opposed to a 
classification label in SVC. The aim of SVR is to find a function 
that fits the target data with a minimal distance to the margins, 
denoted as 𝜖𝜖. 𝜉𝜉1, 𝜉𝜉2 and 𝜉𝜉3are the support vectors. 

Based on the work of Abu-Mostafa [18], a constraint 
minimization problem is solved, through the following term: 

min
�⃗⃗⃗�𝑤,𝑏𝑏,𝜉𝜉

(12 �⃗⃗⃗�𝑤
𝑇𝑇�⃗⃗⃗�𝑤 + 𝐶𝐶 ∑ 𝜉𝜉𝑖𝑖𝑁𝑁

𝑖𝑖=1 ) (3)

with weight vector �⃗⃗⃗�𝑤  bias constant 𝑏𝑏 margin violation 𝜉𝜉
number of samples 𝑁𝑁  for given inputs 𝑦𝑦𝑖𝑖 and corresponding 
outputs 𝑥𝑥𝑖𝑖 under the restriction of 𝜉𝜉𝑖𝑖 ≥ 0 and 1 ≤ 𝑖𝑖 ≤ 𝑁𝑁

the constraint 𝑦𝑦𝑖𝑖(�⃗⃗⃗�𝑤𝑇𝑇𝑥𝑥𝑖𝑖 + 𝑏𝑏) ≥ 1 − 𝜉𝜉𝑖𝑖. Through 
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or hard. When mapping the problem from the primal space to 
the dual space, the weight vector reads: 

𝑤𝑤 = ∑ 𝛼𝛼𝑖𝑖𝑁𝑁
𝑖𝑖=1 𝑦𝑦𝑖𝑖𝑥𝑥𝑖𝑖 (4) 

and the problem can be expressed as a maximization problem 
of 𝛼𝛼:

𝛼𝛼 = max (∑ 𝛼𝛼𝑖𝑖𝑁𝑁
𝑖𝑖=1 − 1

2∑ ∑ 𝛼𝛼𝑖𝑖𝛼𝛼𝑗𝑗𝑦𝑦𝑖𝑖𝑦𝑦𝑗𝑗�⃗�𝑥𝑖𝑖𝑇𝑇�⃗�𝑥𝑗𝑗𝑁𝑁
𝑗𝑗=1

𝑁𝑁
𝑖𝑖=1 )    (5) 

with respect to the constraints 0 ≤ 𝛼𝛼𝑖𝑖 ≤ 𝐶𝐶 and ∑ 𝛼𝛼𝑖𝑖𝑁𝑁
𝑖𝑖=1 𝑦𝑦𝑖𝑖 = 0. 

Based on this formulation, the space can be changed via 
substituting �⃗�𝑥𝑖𝑖𝑇𝑇�⃗�𝑥𝑗𝑗with 𝑧𝑧𝑖𝑖𝑇𝑇𝑧𝑧𝑗𝑗and generalizing this inner product 
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individually defined. Popular kernel functions are the radial 
basis function 𝐾𝐾(𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗) = exp(−𝛾𝛾‖𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗‖

2)  and the sigmoid 
function 𝐾𝐾(𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗) = tanh(𝑎𝑎𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥𝑗𝑗 + 𝑟𝑟) , where 𝑎𝑎 , 𝛾𝛾  and 𝑟𝑟  are 
respective kernel parameters. Ultimately, a prediction 
hypothesis is formulated via the following approximation 
function: 

𝑓𝑓(𝑥𝑥) = �⃗⃗⃗�𝑤𝑇𝑇𝑥𝑥 + 𝑏𝑏 = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖�⃗�𝑥𝑖𝑖𝑇𝑇�⃗�𝑥𝑗𝑗𝑁𝑁
𝑖𝑖=1 + 𝑏𝑏.           (7) 

Overall, SVR is valuable because of flexible representation 
of complex functions of non-linear problems, some resistance 
to overfitting, as well as robust generalization ability due to the 
margin separator and the constraint optimization being 
performed in a convex space with no local minima. 
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frequently used in the automotive and aircraft industry [19]. 
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were required to establish useful links between the UTF and the 
five process parameters, RS, FT, FoT, FF and FoF. 

The work of Cipriano et al. [1,6] focused on several aspects 
concomitantly: joint formation, heat development, energy 
efficiency and process optimization, i.e. determining the 
process parameters leading to the maximum mechanical 
performance. By combining these aspects, the aim was to 
achieve a tailored approach for force-controlled FricRiveting 
joints, i.e. the capacity of predicting a certain mechanical 
behavior under the least amount of mechanical energy input. In 
Table 1, the DoE data is listed. 

Table 1. DoE data-set according to central composite design, as published by 
Pina Cipriano et al. [1,6], which was split into training and tests sets. 

# RS 
(rpm) 

FT 
(s) 

FoT 
(s) 

FF 
(N) 

FoF 
(N) 

Ef 
(J) 

Ed 
(J) 

EM 
(J) 

UTF 
(N) 

1 18000 1.6 1.0 2000 5100 10 14 24 1776 

2 20000 1.6 1.0 2000 3900 26 20 46 4943 

3 18000 2.0 1.0 2000 3900 33 20 53 5427 

4 20000 2 1 2000 5100 39 38 77 9619 

5 18000 1.6 2 2000 3900 14 14 29 2202 

6 20000 1.6 2 2000 5100 16 20 36 3897 

7 18000 2 2 2000 5100 35 30 65 6256 

8 20000 2 2 2000 3900 41 16 57 7829 

9 18000 1.6 1 3000 3900 36 24 60 6391 

10 20000 1.6 1 3000 5100 40 43 83 9004 

11 18000 2 1 3000 5100 63 43 106 8192 

12 20000 2 1 3000 3900 90 66 155 9362 

13 18000 1.6 2 3000 5100 45 33 78 8251 

14 20000 1.6 2 3000 3900 55 31 86 8046 

15 18000 2 2 3000 3900 82 39 120 9106 

16 20000 2 2 3000 5100 122 86 208 8996 

17 19000 1.8 1.5 2500 4500 39 25 63 7290 

18 19000 1.8 1.5 2500 4500 42 34 76 9304 

19 19000 1.8 1.5 2500 4500 42 32 74 8824 

20 19000 1.8 1.5 2500 4500 42 31 73 9033 

21 19000 1.8 1.5 2500 4500 29 27 56 6068 

22 19000 1.8 1.5 2500 4500 30 28 59 7663 

23 19000 1.8 1.5 2500 4500 24 23 47 5041 

24 19000 1.8 1.5 2500 4500 37 30 67 8701 

25 19000 1.8 1.5 2500 4500 36 32 68 7741 

26 19000 1.8 1.5 2500 4500 40 31 71 8461 

27 17000 1.8 1.5 2500 4500 28 23 51 5689 

28 21000 1.8 1.5 2500 4500 46 37 83 9049 

29 19000 1.4 1.5 2500 4500 17 19 36 3166 

30 19000 2.2 1.5 2500 4500 84 52 136 8643 

31 19000 1.8 0.5 2500 4500 36 28 64 9098 

32 19000 1.8 2.5 2500 4500 40 32 73 9029 

33 19000 1.8 1.5 1500 4500 21 17 38 1096 

34 19000 1.8 1.5 3500 4500 88 72 159 7864 

35 19000 1.8 1.5 2500 3300 34 24 59 6811 

36 19000 1.8 1.5 2500 5700 42 44 86 9668 

 

The mechanical energy 𝐸𝐸𝑀𝑀 introduced into the material was 
calculated according to the following formula: 

𝐸𝐸𝑀𝑀 = 𝐸𝐸𝑓𝑓 + 𝐸𝐸𝑑𝑑 = ∫𝑀𝑀 ∙ 𝜔𝜔 ∙ 𝑑𝑑𝑑𝑑 + ∫𝐹𝐹 ∙ 𝜗𝜗 ∙ 𝑑𝑑𝑑𝑑      (8) 

with 𝐸𝐸𝑓𝑓 as frictional energy, based on measured torque M and 
rotational speed 𝜔𝜔, as well as with the estimated deformation 
energy 𝐸𝐸𝑑𝑑 , which is determined based on axial force 𝐹𝐹  and 
deformation rate 𝜗𝜗. 

4.2. Machine Learning Prediction 

In this section, the workflow for implementing ML-
predictions, based on the cross-industry standard on the data 
mining process [12] is described. Addressed are the following 
points: problem understanding, data understanding, data 
preparation, as well as data modelling and evaluation via ML, 
which are all inter-connected and dependent. 

Two different sets of input features were chosen for the 
prediction of the output feature UTF (in N). First, the input 
feature space for training the ML-models contained only the 
five process parameters RS, FT, FoT, FF and FoF. Second, that 
input feature space was further enriched by the mechanical 
energies Ef, Ed and EM (in J, respectively) as set-actual 
correctives since they are based on measurements during the 
process. 

For data-preparation, the different samples of the DoE study 
can be categorized into axial points, center points and factorial 
points. The axial points contain the upper and lower limits of 
the parameter ranges, the factorial points are intermediate 
points within these ranges and the center points are replicates 
of the midpoint values within these ranges. The DoE data set 
was split into a training set and a test set with fractions of 80% 
and 20%, respectively, i.e. 80% of the complete data set was 
attributed to the training set, whereas the remaining 20% was 
separated and assigned to the test data set. Consequently, 
samples included in the training set are not included in the test 
set, and vice versa. The test data set was used for ML-
performance evaluation. Each of the axial points was contained 
in the training set, in order to cover the complete value range of 
the data by including its limits during training and to perform 
an interpolating prediction instead of an extrapolating 
prediction. All testing samples were randomly selected among 
factorial points, as a result, and lie within the range limits of the 
training set. The randomization, for splitting samples into 
training and testing sets among the factorial points, is varied to 
evaluate the robustness of the prediction algorithms to 
differently sampled training and test data sets. 

Moreover, the replicate samples, where process parameters 
are kept constant (samples # 18 to # 26), were neither used for 
training nor testing but exploited for uncertainty quantification 
of the experimental measurements. In summary, the remaining 
27 samples were divided and separated into 21 samples for 
training and 6 samples for testing. The randomized split was 
implemented on the samples of the factorial points in three 
different ways by varying random state numbers for the split (9, 
33 and 42) [20]. The workflow was executed in Python with the 
software library Scikit-Learn [21]. 
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Data modelling is realized via training and testing the 
following ML-predictors: 1st-order and 2nd-order linear 
regression, DTR, RFR and SVR. For defining suitable ML-
model parameters, i.e. hyper-parameters, a randomized-search 
and a grid-search, both with 5-fold cross-validation, were 
conducted for RFR and SVR, respectively [20]. Accordingly, 
RFR hyper-parameters were set with the number of features to 
consider while fitting to be 3 and 6, as well as the number of 
trees in a forest to be 122 and 53, for feature spaces excluding 
and including mechanical input energies, respectively. SVR 
hyper-parameters were set with 𝐶𝐶 = 1.8 ∙ 1026 , 𝜖𝜖 = 9 , 𝛾𝛾 =
1.6 ∙ 10−25  and a non-linear sigmoid kernel function, 
employed for both feature spaces. UTF predictions of ML-
models on the test data set are evaluated based on performance 
measurements. 

4.3. ML-Performance measurements 

For the evaluation of prediction performances of the 
different ML-models, three performance measures were 
chosen: the determination coefficient 𝑅𝑅2 , the adjusted 
determination coefficient 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2  and the standard deviation . 
The determination coefficient is determined by: 

𝑅𝑅2 = 1 − ∑ (𝑦𝑦𝑖𝑖−�̂�𝑦𝑖𝑖)2𝑁𝑁
𝑖𝑖=1

∑ (𝑦𝑦𝑖𝑖−�̅�𝑦𝑖𝑖)2𝑁𝑁
𝑖𝑖=1

             (9) 

with the numerator as the total sum of squares and the 
denominator as the residual sum of squares, where 𝑦𝑦𝑖𝑖  represents 
the data set value, �̂�𝑦𝑖𝑖  the predicted value, �̅�𝑦𝑖𝑖  the mean of the 
data set values and 𝑁𝑁  the number of samples. The adjusted 
version of the determination coefficient is calculated as: 

𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.
2 = 1 − (1 − 𝑅𝑅2) 𝑁𝑁−1

𝑁𝑁−𝑝𝑝−1              (10) 

with 𝑝𝑝  as the number of features. The standard deviation is 
calculated as: 

𝑠𝑠 = √∑ (�̂�𝑦𝑖𝑖−𝑦𝑦𝑖𝑖)2𝑁𝑁
𝑖𝑖=1

𝑁𝑁−1                  (11) 

with the same definition of variables as in Eq. (9). 
Based on the scatter of the afore excluded samples # 18 to # 

26, a calculation of the standard deviation 𝑠𝑠  of the UTF 
generated by the constant process parameter set (RS, FT, FoT, 
FF, FoF) was performed. The resulting experimental standard 
deviation 𝑠𝑠𝑒𝑒𝑒𝑒𝑝𝑝 = 1373𝑁𝑁 is used as error bar for evaluating the 
performances of the ML-predictions of the UTF. The ML-
models are evaluated with respect to 𝑅𝑅2 and 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2  values being 
as close to 1.0 and s to be as below the experimental standard 
deviation as possible. 

5. Results 

UTF predictions of metal-polymer force-controlled 
FricRiveting T-pull-joints via trained ML-models are tested, 
compared and discussed. First, results of ML-models trained 
with only process parameters as input features are presented, 
followed by the predictions of ML-models trained with 

mechanical energies and process parameters in the input feature 
space. 

5.1. ML-prediction with only process parameters as input 
features 

The results of the different ML-models are shown in Fig. 5 
(a)-(c) and summarized in Table 2. Overall, prediction results 
generated by 1st-order linear regression were most accurate, in 
comparison to the other ML-models. In particular, the 𝑅𝑅2 value 
with  and the adjusted 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2 value with  are highest, 
whereas the standard deviation , shows the second 
lowest value, for the data split by random state number 9. This 
trend is preserved on the two other randomly split training and 
test data sets, which indicates the highest robustness for 1st-
order linear regression among the ML-models. Even though the 
performance measures 𝑅𝑅2 and 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2  decline from data splits by 
random state numbers  to  and , respectively, the standard 
deviation is simultaneously decreased and remains below the 
experimental standard deviation of , for all 
predictions. However, on data split by random number 42, 𝑅𝑅2 
and 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2  of SVR amount to 0.65 and 0.53, respectively, which 
is equal to the values for 1st-order linear regression, but the 
standard deviation of 1726 N is inferior to the one of 1st –order 
linear regression with 1294 N. Moreover, the standard deviation 
of SVR on data split by random number 33, with 1168𝑁𝑁, is 
the lowest among all values but accompanied by inacceptable 
𝑅𝑅2 and 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2  of 0.25 and 0.01, respectively. These exceptions 
of SVR performance measures seem rather arbitrary and can 
partly be explained by potential over- and under-fitting of the 
SVR-Model to the data probably caused by inappropriate 
hyper-parameters leading to an inability of the trained SVR to 
generalize well. 

The performance measurements for the other ML-models, 
DT and RFR as well as 2nd-order linear regression are also 
inferior compared to 1st-order linear regression and are not 
useful for reliable predictions of the UTF based on the process 
parameters alone. In general, the prediction performances of all 
ML-models were not sufficient, even for the best performing 
algorithm. A reason for the poor prediction performance could 
be the significant scatter of the UTF in the experimental data 
(sexp = 1373 N) provoking uncertainties within the training and 
test data sets, which is challenging for the ML-models to 
generalize upon and to predict precisely. Because of the poor 
prediction performance of the presented ML-algorithms so far, 
and the relatively small data set available, the input feature 
space was expanded to include the experimentally determined 
mechanical energies that were introduced into the materials 
during the process, with the aim to improve the performance 
measures for ML-predictions of the UTF. 

5.2. ML-prediction with process parameters and mechanical 
energies as input features 

Once the input feature space contains mechanical energies 
Ef, Ed, EM in addition to process parameters RS, FT, FoT, FS, 
FoS, some ML-prediction results are substantially improved, 
whereas others remain similar in terms of overall performance 
measures, as shown in Fig. 5 (d)-(f) and in Table 3. 
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The prediction performances of the 1st- and 2nd-order linear 
regressions remain analogous, as there are neither major 
improvements nor deteriorations in their performance 
measures, compared to the predictions with the reduced feature 
input space containing only process parameters. There seems to 
be no more significant linear correlation between the now-
included mechanical energies and UTF than between input 
parameters and UTF. 

This is confirmed by the improved predictions of DTR and 
RFR, as they can map non-linear relationships between inputs 
and outputs. In particular, RFR outperformed in terms of 
performance measures all other ML-predictors with 𝑅𝑅2, 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2  
and 𝑠𝑠 showing values between 0.90 – 0.92, 0.87 – 0.90 and 691 
N – 719 N, respectively. The performance measures of DTR are 
in the ranges of 0.86 – 0.92 and 0.81 – 0.89 for 𝑅𝑅2 and 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2 , 
respectively, accompanied by a standard deviation range of 719 
N – 1056 N. Comparing RFR and DTR to the performance 
measures achieved by the linear regression model of Pina 
Cipriano [6]: 𝑅𝑅2 = 77.9% , 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2 = 79.4%  and 𝑠𝑠 = 1065𝑁𝑁 , 
both DTR and RFR could also outperform their quality of UTF 
predictions. Several aspect are assumed to contribute to these 
good prediction performances. Due to the decision rules 
contained in DTR, the apparent non-linear relationships 
between process parameters in combination with mechanical 
energies and the UTF could be represented more appropriately 
by the DTR and most appropriately by RFR. Their 
performances differ, as in DTRs, best features among all 
features are searched for when splitting nodes, whereas for 
RFRs, the best features among a random subset of features are 
searched for. As a result, RFRs develop an increased diversity 
among the contained DTRs, i.e. an increased bias is traded for 
a decreased variance, leading overall to an improved prediction 
model [20]. RFR are also more robust to noise, compared to 
DTR [16]. Both is beneficial for predictions of the UTF based 
on the data set used in this study, especially in relation to the 
scatter among the UTF values. 

Since SVR can also represent non-linear relationships 
between input and output features [17], a prediction capability 
related to the quality of DTR and RFR was expected to be 
utilized. However, for SVR, 𝑅𝑅2  and 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎.

2  are slightly 
decreased through increasing the input feature space, on all 
three randomly spilt data sets. As a possible explanation, it can 
be argued that SVRs have advantages in high dimensional 
space, when the dimensionality of the input space leads to a 
feature space that exceeds the number of samples [17], the 
decreased performance of SVR could be referenced to the low 
dimensional prediction space of the problem in comparison to 
the sample number. A more probable explanation for the poor 
prediction performance of SVR, despite a kernel function that 
can represent non-linear relationships, is an insufficient 
selection of a hyper-parameter combination. The grid-search 
algorithm was employed to search for a suitable combination of 
hyper-parameters enabling improved predictions. According to 
the low performance measures, the found hyper-parameter 
combination is not ideal, probably because a suitable one lies 
outside the considered space or resolution of the grid-search 
algorithm. Additionally, the choice of a sigmoid kernel function 
might not have been best to represent the specific non-linear 
relationships. Thus, it is assumed that there is potential for 
improvement, in the future. 

Generally though, a comparison of the feature input space 
with only process parameters to the feature input space 
including both process parameters and experimentally 
determined mechanical energies, leads to the suggestion that 
the energies help to consider important non-linear relationships 
between set process parameters and actual process conditions, 
as their use improves the predictions of the manufacturing 
process. The standard deviation of the replicate experiments 
(samples #18-26) with 𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒 = 1373𝑁𝑁 indicates a substantial 
uncertainty in the experimental process and its control, 
reinforcing the need for having an accurate prediction model 
that accounts for the set-actual deviation by considering the 
experimentally determined mechanical energy input into the 
material. The enhanced RFR-model delivers better prediction 
performances for evaluation of whether or not joints withstand 
a required UTF prior to failure. Process parameters remain the 
only possible adjustments in experiments; therefore, this model 
can serve as predictive tool to assure that desired UTF of 
produced joints are met, based on not only process parameters 
but on additional consideration of experimentally determined 
mechanical energies. As a result, when the energy can be 
monitored and controlled more precisely, desired UTF could be 
tailored to the specific/anticipated FricRiveting application by 
employing the presented models. 

Table 2. Prediction performance measures of ML-algorithms with only 
process parameters as input features. 
Performance 
measure 

Random 
state 

1st-LR 2nd-LR SVR DTR RFR 

R2 9 0.72 -0.05 0.57 0.36 0.56 

 33 0.56 -0.26 0.25 -0.22 0.12 

 42 0.65 0.52 0.65 0.02 0.23 

R2 adj. 9 0.63 -0.4 0.43 0.15 0.41 

 33 0.41 -0.68 0.01 -0.62 -0.17 

 42 0.53 0.36 0.53 -0.30 -0.03 

Standard  9 1364 2727 1541 2136 1756 

deviation 33 1319 2603 1168 2052 1686 

in N 42 1294 2029 1726 2658 2488 

Table 3. Prediction performance measures of ML-algorithms with process 
parameters and mechanical energies as input features. 

Performance 
measure 

Random 
state 

1st-LR 2nd-LR SVR DTR RFR 

R2 9 0.72 -0.15 0.48 0.92 0.92 

 33 0.71 -0.2 0.11 0.90 0.92 

 42 0.55 -0.13 0.21 0.86 0.90 

R2 adj. 9 0.65 -0.44 0.35 0.90 0.90 

 33 0.64 -0.5 -0.11 0.88 0.90 

 42 0.43 -0.41 0.02 0.82 0.88 

Standard  9 1404 2839 1917 748 702 

deviation 33 1356 2741 1384 719 691 

in N 42 1860 3082 1358 1056 719 

6. Conclusion 

In conclusion, consideration of correlations between process 
parameters and mechanical energy input for training ML-
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models to predict mechanical properties of produced parts is 
highly beneficial for the prediction performance. For force-
controlled FricRiveting joints, in particular, RFR outperformed 
other ML-algorithms with respect to their ability to predict the 
UTF, based on the used performance measures. Additionally, 
the ML-model can predict the UTF of FricRiveting with higher 
precision than linear models previously used with DoEs. 

In the future, the robustness of the ML-model prediction 
should be challenged by changing the material combinations. 
The use of artificial neural networks needs also to be evaluated, 
as the identification of an appropriate network architecture, the 
limited amount of available data and under/overfitting of the 
algorithm present some challenges. 

 

 

Fig. 5: ML-predictions of UTF (a),(b),(c): with only process parameters as 
input features; as well as (d),(e),(f): with process parameters and mechanical 
energies as input features: Data sets were split via random state numbers 9 
(top), 33 (centre) and 42 (bottom). 
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