
 

Exploiting the Frame for Active Learning in Multi-class Classification
Mair, Sebastian; Brefeld, Ulf

Published in:
International Conference on Machine Learning

Publication date:
2018

Document Version
Publisher's PDF, also known as Version of record

Link to publication

Citation for pulished version (APA):
Mair, S., & Brefeld, U. (2018). Exploiting the Frame for Active Learning in Multi-class Classification. In
International Conference on Machine Learning: Workshop on Geometry in Machine Learning

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 09. Apr. 2019

http://fox.leuphana.de/portal/en/publications/exploiting-the-frame-for-active-learning-in-multiclass-classification(c64b8dcd-02fd-43c7-99ad-71e1c6a7c1d7).html


Exploiting the Frame for Active Learning in Multi-class Classification

Sebastian Mair 1 Ulf Brefeld 1

Many learning tasks can be efficiently approximated by
leveraging the geometry of data. In particular, we restrict
learning task to the frame of the data. The frame is the subset
of minimum cardinality that yields the same convex hull
as the data itself. As seen in Figure 1, we can interpret the
frame as the vertices of the polygon that is induced by the
data points. The frame can be trivially computed with any
convex hull algorithm that supports higher dimensionalities
such as Quickhull (Barber et al., 1996). In practice, however,
dispensable triangulations render convex hull algorithms
infeasible. More efficient approaches which only compute
the frame are based on linear (Dulá & Helgason, 1996;
Ottmann et al., 2001; Dulá & López, 2012) or quadratic
programming (Mair et al., 2017).

Particularly the approach in Mair et al. (2017) allows to
efficiently compute the frame for applications like matrix
factorization. Restricting the problem to the frame maintains
the performance at a much lower computational cost.

Figure 1. Illustration of the frame.

We now propose to exploit the frame in semi-supervised
classification tasks. Consider a labeled data set Xl =
{(xi, yi)}li=1 ⊂ Rd × {1, . . . , C} consisting of l points,
each of them belonging to one of C classes. Furthermore,
we have access to an unlabeled set of instances Xu =
{x1, . . . ,xu} with u� l.

Given a budget k, the task is to train an accurate classifier
by querying at most k labels for points of the pool Xu. This
setting is known as active learning (Cohn et al., 1996; Tong
& Koller, 2001; Settles, 2012). Common strategies are based
on uncertainty criteria or heuristics to sequentially query
the next data point. After obtaining the label, the newly
labeled pair (x, y) is included in Xl, the model is retrained,
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Figure 2. Active Classification.

and the next instance to be labeled is chosen. Such active
learning strategies are usually tailored to binary problems.
Extensions to multiple classes are constructed by costly
one-vs-one or one-vs-all approaches.

By contrast, classifiers based on convex hulls (Nalbantov
et al., 2006) naturally extend to multi-class problems. We
propose to construct one frame per class and to successively
dismiss the points lying in the interior of the convex hulls.
This information is already given as a side-product of
the frame computation. Then, from all candidate points
lying outside of the class frames, we choose to label the
instance for which the class projections are most similar. In
other words, we pick the point which is most likely to be
misclassified. This approach is akin to a strategy outlined
by Tong & Koller (2001), where instances are successively
selected according to their distance to an SVM decision
hyperplane in binary classification tasks.

Figure 2 shows an example. There are three classes (blue,
red, green) with their respective frames. The chosen instance
(shown in magenta) is most likely to be misclassified and
is thus selected for labeling by the user. Note that convex
hull classifiers naturally yield non-linear decision functions
even without using kernels. For cases of overlapping
classes, we show how to lift the approach to kernel-induced
feature spaces. Furthermore, we extend the approach to
archetypal hulls (Thurau, 2010; Chen et al., 2014) in which
Archetypal Analysis (AA) (Cutler & Breiman, 1994) is
used to obtain an approximation of a convex hull with a
priorly specified number of vertices. In summary, we derive
an efficient active learning strategy for semi-supervised
classification tasks using geometrically inspired convex hull-
based approaches.
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